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SUMMARY

Human immunodeficiency virus (HIV) can be transmitted by transfusion of blood even if the blood
unit is test-negative for HIV. This is largely due to a time period following an infection, called the
window period, during which antibodies against HIV are not detectable. Window-period risk refers to the
probability for a test-negative blood unit to be infectious because of its donation during the window period.
Estimation of window-period risk is important in public health for evaluating the safety of donated blood.
The standard method for this estimation problem has been based on so-called incidence/window-period
(IWP) models in which blood-donation and HIV-infection processes are assumed to be stochastically
stationary and independent. Here we propose a new approach in which we relax this key assumption of the
IWP models. We estimate window-period risk for each unit of donated blood using a given distribution of
window-period risk. The proposed method utilizes the actual observed donation intervals including those
of seroconversions, thereby relaxing the assumption that may not be met in practice. Bootstrap is used
to compute confidence intervals without specifying the complex dynamics of the donation and infection
processes. A simulation study illustrates the usefulness of the proposed method over the IWP method in
scenarios where the IWP assumptions do not hold. A real application of the proposed method is presented
using blood bank data from a province of northern Thailand. Advantages and limitations of the proposed
method are discussed and compared with the IWP models.
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assumption.
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1. INTRODUCTION

Transmission of human immunodeficiency virus (HIV) by blood transfusions is a major public health
concern. To minimize the risk of transfusion-transmitted HIV, blood banks screen out donors who appear
to be at high risk for HIV infection (e.g. injecting drug users) and test every unit of donated blood for
the virus. Even if maximum caution is exercised at blood banks, however, the risk of transmission cannot
be eliminated completely. This is largely due to a time period following an HIV infection, called the
‘window period,’ during which HIV antibodies are undetectable (Petersen et al., 1994). Specifically, if an
HIV-infected person donates blood during his/her window period, the donated blood unit is HIV-antibody
negative (HIVAb−) but infectious for HIV. ‘Window-period risk’ refers to this probability for an HIVAb−
blood unit to be HIV infectious because of its donation in the window period.

Estimation of window-period risk is important for evaluating the safety of donated blood units for
transfusion. The estimate also provides the basis for making health policy decisions on whether to
implement a new detection method for routine screening. The average window-period length differs by
the detection method: methods that cost more to perform tend to have shorter window periods. Benefits
by shortening the average window-period length, thereby lowering the risk of transfusion transmission,
can be quantified by the reduction in window-period risk and evaluated against higher costs required for
the implementation and use of a new detection method.

This paper considers statistical methods for estimating window-period risk. A typical setting for which
the methods are useful would be a blood bank where the donation time and HIV-antibody status of every
donation are recorded. Let ti j and xi j be the donation time and HIV-antibody status, respectively, for i th
donor’s j th donation at the blood bank in a defined study time-period. Our goal is to estimate window-
period risk during the study period for the blood bank using observed data, {(ti j , xi j )}.

Previous estimates of window-period risk have been derived from so-called ‘incidence/window-period
(IWP) models’ (Lackritz et al., 1995; Schreiber et al., 1996; Sawanpanyalert et al., 1996; Kleinman et al.,
1997). We review the approach of IWP models in Section 2, explaining why we considered an alternative
approach. In Section 3, we propose a new method for estimating window-period risk. The relationship
of the proposed estimate to the IWP estimate is given under simplified conditions. A simulation study in
Section 4 compares the proposed estimate with the IWP estimate for three different underlying scenarios:
one in which the assumptions of the IWP models are met and two in which they are violated. An
application of the new method is illustrated in Section 5 using data from a blood bank in a province
of northern Thailand as an example.

2. ESTIMATION OF WINDOW-PERIOD RISK USING THE IWP MODELS

The approach of the IWP models initially estimates the incidence rate of HIV infection using ‘repeat
donors’ who donated blood at least twice during the study period. The incidence rate estimate is the
number, N+, of repeat donors who made HIV-antibody positive (HIVAb+) donations during the study
period divided by the total number of person-time at risk. The person-time at risk for i th repeat donor
is ti(ni +1) − ti1, the time between the donor’s first donation at time ti1 and last donation at time ti(ni +1)

in the study period, where (ni + 1) denotes the number of donations from i th repeat donor in the study
period. (Note that, for repeat donors who seroconvert during the study period, the person-time at risk is
less than ti(ni +1) − ti1. Since seroconverters are rare, however, we will not consider this modification of
the person-time at risk for the conciseness of the presentation.) No donation is accepted from a donor
whose previous donation was HIVAb+. The HIV-infection incidence rate, I , therefore, is estimated by
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the maximum likelihood estimate for a constant hazard of Poisson process and given by

Î = N+∑N
i=1 (ti(ni +1) − ti1)

where N is the number of total number of repeat donors in a study period at the blood bank of interest.
Noting that the incidence of HIV window period is equal to the incidence of HIV infection, the well

known epidemiologic formula, Prevalence = Incidence × Duration, gives an estimate of the prevalence of
HIV window period under a steady-state assumption on the infection dynamics. This prevalence of HIV
window period is used as an estimate of the window-period risk, π̂0. Thus, the IWP model estimates the
window-period risk by

π̂0 = Î × w = N+∑N
i=1 (ti(ni +1) − ti1)

× w (2.1)

where w is the average length (duration) of HIV window period for the blood bank of interest.
Several important assumptions are made in deriving an estimate using the IWP model (see, for

example, Kleinman et al. (1997)):

ASSUMPTION 1 Single-time donors and repeat donors have the same incidence rate of HIV infection.

ASSUMPTION 2 The stochastic process of donation behavior and that of HIV infection occurrence are
stationary and independent.

Assumption 1 justifies the estimation of window-period risk using only the repeat donors’ data. Lackritz et
al. (1995) considered an approach that relaxes this assumption by the use of an incidence ratio between the
single-time and repeat donors (see Brookmeyer & Quinn (1995), Brookmeyer et al. (1995), and Janssen
et al. (1998) for methods that enable the estimation of the incidence ratio). Assumption 2 implies (2a)
the donation behavior is unchanged by an occurrence of HIV infection and (2b) donation frequencies
are independent of donor’s risk for HIV infection. The implication (2a) is important for the unbiasedness
of the estimator because donations may, for example, become more frequent specifically for checking
HIV status after donors engage in a high-risk activity, in which case π̂0 would underestimate the true
risk. The significance of the implication (2b) can be seen clearly in the following example. Consider
two hypothetical blood banks, A and B, with an identical HIV-infection incidence rate in their respective
donor populations. Intuitively, they can have different window-period risks if, for example, the blood bank
A satisfies the condition of the implication (2b) while, at the blood bank B, donors with lower risk for HIV
donate more frequently. Since blood bank B results in a higher proportion of HIV-uninfected blood units,
its window-period risk becomes lower than A’s, given everything else being equal. Equation (2.1) does
not account for such donation frequencies. In the next section, we propose a new method for estimating
window-period risk in which Assumption 2 is relaxed.

3. THE PROPOSED ESTIMATE OF WINDOW-PERIOD RISK

Let Hi be the number of HIV-infected but HIVAb-negative donations of i th donor, an unobservable
quantity. We consider the pairs (Hi , ni )s to be independent and identically distributed (iid) according
to a probability law with a parameter π , the window-period risk, which is defined by E[Hi − π ni ] =
0. If Hi ’s were observable, we could solve an estimating equation,

∑
i (Hi − π̂ ni ) = 0, to obtain a

consistent estimate of π . Since Hi s are not observable, however, we propose to estimate the estimating
function unbiasedly with observable variables and use

∑
i (E[Hi |xi(ni +1), ti ] − π̂ ni ) = 0, where ti =
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Fig. 1. An illustration of a window-period donation. A donor made HIVAb− donations at time ti j and time tini and
then made an HIVAb+ donation at time ti(ni +1). The infection must have occurred after time tini − w, where w

is the length of window period, but no later than time ti(ni +1) − w. For the HIVAb− donation at time ti j to be
HIV-infectious, the infection must have occurred before time ti j .

(ti1, ti2, . . . , ti(ni +1)). The resulting new estimator is, therefore, given by

π̂ =
∑N

i=1 E[Hi |xi(ni +1), ti ]∑N
i=1 ni

=
∑N

i=1
∑ni

j=1 E[Hi j |xi(ni +1), ti ]∑N
i=1 ni

(3.1)

where Hi j is the indicator variable of HIV-infection status for the i th donor’s j th donation.
To specify E[Hi j |xi(ni +1), ti ], consider i th donor’s j th donation at time ti j , where j < (ni + 1),

and suppose i th donor’s last donation at time ti(ni +1) was HIVAb+ (Figure 1). Conditioned on the
unobservable length of window-period w for this HIV infection, the HIV infection must have occurred
after time tini − w, but no later than time ti(ni +1) − w. For the HIVAb− donation at time ti j to be HIV-
infectious, the infection must have occurred before time ti j . Thus, conditioned on both w and the last
donation being HIVAb+, the probability for i th donor’s j th donation to be HIV-infected is given by

E[Hi j |w, xi(ni +1) = 1, ti ] = Gi (ti j − (tini − w)),

where Gi is defined in the following assumption.

ASSUMPTION 3 Within the possible infection time period of 	i = ti(ni +1) − tini from time tini − w to
time ti(ni +1) − w, the conditional probability distribution of the time at which i th donor became infected
is given by a known distribution Gi , given the observed data (xi(ni +1), ti ).

Note that the distribution Gi can vary across seroconverted donors and its specification may utilize
information elicited from each seroconverted donor. It can also be studied systematically using a newly
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proposed assay strategy (Janssen et al., 1998). In the absence of such data, one may assume a uniform
distribution for Gi :

E[Hi j |w, xi(ni +1) = 1, ti ] =
{

w − (tini − ti j )

ti(ni +1) − tini

}
01

where {X}01 is equal to X if 0 � X � 1, 0 if X < 0, and 1 if X > 1 (Petersen et al., 1994; Satten,
1997). Note that the uniform distribution does not imply the steady-state assumption nor the independence
between the blood-donation and HIV-infection processes. Suppose, for example, the blood-donation
process changes, resulting in shorter (or longer) interdonation intervals, after the donor starts engaging
in high-risk behaviors for HIV infection. This is certainly of practical importance since donors who start
engaging in high-risk behaviors may start donating blood more frequently if they use the donation as a
test for HIV, or less frequently if they fear the possibility of transmitting the virus or finding out their
infection status. Then, the steady-state/independence assumption of the IWP model does not hold, while
the uniform-distribution assumption of Gi is tenable unless additional information indicates that the risk
of HIV infection changed within the possible infection time period (Figure 1). We will use the uniform
distribution for Gi throughout this paper.

Since the length of window-period w is not a constant, we consider its distribution function Fw and
apply it to remove the conditioning on w:

E[Hi j |xi(ni +1) = 1, ti ] =
∫ ∞

0

{
w − (tini − ti j )

ti(ni +1) − tini

}
01

dFw.

Setting E[Hi j |xi(ni +1) = 0, ti ] = 0 for donors with their last donations being HIVAb− (Assumption 4
below), Equation (3.1) gives an estimate of window-period risk.

ASSUMPTION 4 Donors without an HIVAb+ donation in the study period did not have an HIV infection
before their last donations at time ti(ni +1) (i.e. for all i and j , E[Hi j |xi(ni +1) = 0, ti ] = 0).

Note that the last donation of each donor is not counted in the numerator or denominator of (3.1). This
is natural for the last donations that are HIVAb+ because the window-period risk is a quantity defined
for HIVAb− donations. The last donations that are HIVAb− are also excluded, however. This is because
they do not have any subsequent donations that are necessary for estimating their window-period risk, the
same reason that the single-time donors’ donations are excluded.

An approach to statistical inference

Consider a random vector Yi = (xi(ni +1), ti ) for i = 1, . . . , N . We assume that the Yi are iid samples from
a distribution function FY . This is an assumption on the donation dynamics between donors. Our new
estimator π̂ of window-period risk is a function of realizations yi s : π̂(y1, y2, . . . , yN ). This perspective
justifies statistical inference on the window-period risk based on nonparametric bootstrap samples from
F̂y . We propose to construct confidence intervals (CIs) and perform hypothesis testing on window-period
risk based on the bootstrap method (Efron & Tibshirani, 1993).

Relationship to the IWP estimate

We now present an intuitive understanding of the new estimate under a highly simplified setting. The
highly simplified setting refers to (A2), (A3) of the following three conditions.

(A1) Assumptions 1, 3 and 4 are met with Gi being uniform distribution.
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(A2) A seroconversion occurs w days after an HIV infection.
(A3) No inter-donation interval is shorter than the window period of w days.

Under the condition (A2), a window-period donation occurs only if the donor is infected within w days
prior to the donation. Given xi(ni +1) = 1 (HIVAb+), Assumption 3 implies

E[Hini |xi(ni +1), ti ] = w
/
(ti(ni +1) − tini ).

For j � ni , (A2) and (A3) together imply E[Hi j |xi(ni +1), ti ] = 0, a special condition permitted by the
conditions (A2) and (A3) here which did not hold in the general derivation of our proposed estimator at
the beginning of this section. Thus,

π̂∗ =
∑

{i :xi(ni +1)=1} w
/
(ti(ni +1) − tini )∑N

i=1 ni
. (3.2)

The same estimator was considered by Satten (1997) under the steady-state assumption. Note that (3.2)
is a reduced form of our proposed estimator, (3.1), under the highly simplified, but non-steady-state,
conditions (A2), (A3). Comparing (2.1) and (3.2), we recognize the following relationship under the
highly simplified conditions above:

π̂∗

π̂0
= 	 ×

∑
{i :xi(ni +1)=1}

1

(ti(ni +1) − tini )

/
N+ (3.3)

where 	 is the average inter-donation interval of all donations made by the N donors in the study period.
The ratio factor given by (3.3) may be used for a crude assessment of Assumption 2, the factor close to
unity suggesting the appropriateness of Assumption 2 (Satten, 1997).

4. A SIMULATION STUDY

To compare the performance of the proposed method with the IWP method, a simulation study is
conducted under three different scenarios with 100 iterations for each scenario: one scenario satisfying
both assumptions of the IWP models, Assumptions 1 and 2, and two scenarios violating Assumption 2 in
different ways. We consider a blood bank to which 100 000 individuals make blood donation. In the first
scenario, the donation and HIV-infection processes are generated by independent homogeneous Poisson
processes with mean intervals of 2 years and 200 years, respectively. The study period is 12 years starting
the 60th year from the initiation of the processes so that some individuals enter the study period with
HIV infection. We generate HIVAb data by assuming a 45-day period following an HIV infection as
the window period: its length is fixed to reduce complexities of the simulation without affecting general
properties of the two approaches. The 45-day fixed window period is used in the estimation by both
methods. These parameters are selected so that the simulated average window-period risk is similar to the
estimated level from the real example in the next section. In each iteration of the simulation, we count the
number of HIV-positive/HIVAb-negative donation units and divide it by the number of HIVAb-negative
units to compute the true window-period risk in the study period. The proposed and IWP estimates are
obtained using the observed data of repeat donors. From a set of 100 iterations, bias and mean-squared
error (MSE) were calculated for each estimation method. The two scenarios that violate Assumption 2
of the IWP method are created as follows. Scenario A considers a change in donation frequency and
HIV-infection risk following donors start engaging in high-risk behaviors: the frequency of donation
increases by a factor of three and the HIV infection risk increases by a factor of ten after the initiation.
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Table 1. Results of a simulation study with 100 iterations comparing bias and mean-
squared errors (MSE) of the proposed and IWP estimates under three different scenarios

IWP assumptions
True window- IWP estimate Proposed estimate

period risk
Mean Mean Bias MSE Mean Bias MSE

Yes 6.18 6.14 −0.04 0.17 6.15 −0.03 0.14

No
Scenario A∗ 13.42 9.50 −3.92 15.68 13.89 0.47 0.48
Scenario B∗∗ 1.20 2.17 0.97 0.96 1.08 −0.12 0.03

Scenario A∗ = The frequency of donation and the risk of HIV infection increase by factors of three and ten,
respectively, after a start of engaging in high-risk behaviors

Scenario B∗∗ = One half of the population donates three times more frequently than the other half and
is at no risk for HIV infection

The process for the initiation of engaging in high-risk behaviors is generated by a homogeneous Poisson
processes with mean intervals of 100 years that is independent of the blood-donation and HIV-infection
processes. Scenario B considers correlation between donation frequency and HIV risk, namely, one-half
of the population has an increased donation rate by a factor of three but has no risk for HIV infection.

The results of the simulation study are shown in Table 1. Under the scenario that satisfies the IWP
assumptions, the IWP and proposed methods give similar performances; both are nearly unbiased and
have comparable MSEs. In Scenario A and B that violate the IWP assumptions, however, the proposed
method performs appreciably better than the IWP method. In Scenario A with a change in the donation
frequency and HIV-infection risk after starting to engage in high-risk behaviors, the IWP underestimated
the true risk with bias being about 30% of the average true risk and MSE being about 33 times higher than
the proposed method. In Scenario B with a group of a higher-frequency donation and no HIV risk, the
IWP overestimated the true risk with bias being about 80% of the average true risk and MSE being over
30 times higher than the proposed method.

5. AN EXAMPLE: DATA FROM A BLOOD BANK IN A PROVINCE OF NORTHERN THAILAND

As an illustration of our proposed method, we estimate the window-period risk for a blood bank in a
northern Thailand province between 1989 and 1998. The population of the province was about 1.2 million
in 1993, and served by several hospitals including a 720-bed government hospital where the blood bank
is located. During the 10-year study period, there were 20 913 repeat donors to the blood bank who have
donated a total of 101 695 units of blood and contributed a total of 64 412.49 person-year. Of those, 338
donors had their last donations in the study period tested as HIVAb+. The IWP model gave an incidence
rate estimate of 52.47 per 10 000 person-years (95% Poisson-based CI 46.88–58.07 per 10 000 person-
years). This resulted in an estimate of the window-period risk being 6.47 per 10 000 donations (95% CI
5.78–7.15 per 10 000 donations). To compute the window-period risk based on our proposed method,
we used the log-normal distribution as the distribution of window-period length. Two parameters of the
log-normal distribution were determined by two assumptions: (1) the mean window-period length was
reported to be approximately 45 days for an assay method used in the Thai blood bank (Petersen et al.,
1994); and (2) few, if any, remain infectious and HIVAb− for longer than 6 months (Petersen et al., 1994;
Satten, 1995). We fixed the mean of the log-normal distribution at 45 days and considered four values
for its 95th percentile: (a) 100; (b) 125; (c) 150; and (d) 174 days (Figure 2). The distribution (d) has the
longest tail of the log-normal distributions with mean 45 days. Petersen et al. (1994) gave 95% CIs for
the quantiles of the window-period length distribution using transfusion data. The four 95th percentiles
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Fig. 2. Four log-normal distributions of the window-period length with a mean of 45 days and a 95%tile of 100, 125,
150, and 174 days.

(a)–(d) are consistent with the 95% CIs of Petersen et al., while the median of the distribution (d) was
inconsistent with their CIs: the distribution (d) gives a median of 12.2 days that is outside of the 95% CI
23.9–56.6 days given by Petersen et al.

Table 2 presents the window-period risk estimates by the proposed method using the four log-normal
distributions. The risk estimates varied from 5.82 per 10 000 donations based on the distribution (d) to 7.30
per 10 000 donations based on the distribution (a). The distributions (a), (b), and (c), which are consistent
with Petersen et al.’s 95% CIs, gave estimates which were 1.06–1.13 times higher than the IWP estimate.
This factor is roughly consistent with the ratio factor of 1.19 given by (3.3), even though the derivation
of the ratio factor (3.3) used a set of over-simplified conditions. The bootstrap-based 95% CIs for the
window-period risk were (a) 6.29–8.38; (b) 6.28–8.25; (c) 5.97–7.79; and (d) 5.12–6.56 by the respective
window-period length distribution.

6. DISCUSSION

We proposed a method for computing window-period risk by specifying the distribution of window-
period length. This specification requires additional data/information such as those provided by Petersen
et al. (1994). In the example in Section 5, we assessed the sensitivity of the window-period risk estimate
to the specification of the distribution of window-period length and found that the three log-normal
distributions that are consistent to the data of Petersen et al. (1994) resulted in similar estimates. Although
this specification is a requirement in the proposed method, its use has certain advantages. For example,
even when the detection methods are different across units (e.g. due to an introduction of a new method
or selective use of a more expensive/sensitive method for donated blood units that are perceived to be
high-risk), we can apply different forms of window-period length distribution according to the detection
methods used for each unit and the subsequent unit. The greatest advantage of specifying the distribution
of window-period length is perhaps the ability to calculate a window-period risk estimate for each
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Table 2. Comparisons of window-period risk esti-
mates (/10 000 units) by the IWP and proposed
methods with four different log-normal distributions
used as the window-period length distribution. For
the proposed method the window-period length is
assumed to follow a log-normal distribution with
mean µ (45 days) and 95%tile Q95 (100, 125, 150,
and 174 days); 95% bootstrap confidence intervals

are given in parentheses

Methods Window-period
risk estimate

IWP 6.47

Proposed method

µ = 45/Q95 = 100 7.30 (6.29–8.38)
µ = 45/Q95 = 125 7.23 (6.28–8.25)
µ = 45/Q95 = 150 6.86 (5.97–7.79)
µ = 45/Q95 = 174 5.82 (5.12–6.56)

HIVAb− donated unit. The estimation utilizes the actual observed donation intervals that are specific to
the donor of interest, most importantly the seroconversion donation interval. In contrast, the IWP model
is insensitive to the lengths of seroconversion donation intervals as we demonstrated in Sections 4 and 5.

The ability to provide an estimate of window-period risk to each HIVAb− unit opens up new
possibilities for efforts towards lowering window-period risk at the blood bank. For example, the estimate
of the window-period risk can be modeled by the characteristics of the donation unit, such as age, sex,
the number of previous blood donations, and the length of the last donation interval. Such a model may
be used at the blood bank to predict the window-period risk of each donation at the time of donation
for deciding, for example, whether to use a more sensitive test for HIV detection for a particular unit or
defer the donation itself. For the donors with low-risk characteristics, blood bank staff may encourage the
continuation of donations in the future.

Assuming E[Hi j |xi(ni +1) = 0, ti ] = 0 for j � (ni +1) in Assumption 4 is a limitation of the proposed
method, which is not necessary in the IWP method due to its Assumption 2. For some blood banks
where donation intervals can be short relative to the window-period lengths of the detection method used,
this zero-approximation would be untenable. The application of the proposed method must, therefore, be
preceded by the comparison of donation intervals with the distribution of window-period length. The key
assumption of the IWP model is Assumption 2, which implies Assumption 3 of the proposed method, and
therefore, is more stringent than Assumption 3. It is, however, debatable whether Assumption 3 is entirely
tenable. We believe that the conditional probability of an HIV-infection time in the possible infection
period (Figure 1) given the observed data is a complex function of HIV incidence over time, donation
behavior, and possible changes in donation behavior associated with potential HIV-infection activities,
and unique to each seroconversion. Without any specific information for each seroconversion, we used a
uniform distribution for every seroconversion. It is possible in the proposed method to use an alternative
distribution, or even construct and apply a specific distribution for each seroconversion according to some
information elicited from the seroconverter.
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An important public health question is whether the window-period risk is declining over time, and if
so, how much. A difficulty in the IWP model in answering this question is the interval-censored nature of
the HIV-infection occurrence. For example, if a donor had an HIVAb− donation in 1995 and then had a
subsequent donation in 1999 which was HIVAb+, it is unclear how the calculation of annual incidence
rates in the IWP model should incorporate this record. The proposed method is subject to a different type
of difficulty in estimating calendar-year-specific window-period risk. Specifically, the right-truncation of
donation data at the end of the study period will affect the later calendar years of the study period more
severely: only shorter seroconversion intervals can be observed for the later calendar years of the study
period. Thus, this length-biased sampling due to right-truncation needs to be appropriately accounted for.

Finally, the window-period risks for viruses other than HIV are also of concern with respect to the
safety of donated blood. For Hepatitis C virus, for example, whose window-period lengths are generally
longer than those of HIV, the window-period risk has also been estimated based on the IWP models
(Schreiber et al., 1996; Tanaka et al., 1998). It is our hope that the method proposed here would enhance
the research on blood safety by serving as an alternative tool to the IWP models.

ACKNOWLEDGEMENTS

The authors are grateful to the Blood Bank of Chiang Rai Regional Hospital, Thailand for collabo-
ration and data access. This study is in part supported by the Japanese Foundation for AIDS Prevention
(JFAP) and the Research Institute of Tuberculosis, Japan Anti-TB Association.

REFERENCES

BROOKMEYER, R. AND QUINN, T. C. (1995). Estimation of current human immununodeficiency virus incidence
rates from a cross-sectional survey using early diagnostic tests. American Journal of Epidemiology 141, 166–172.

BROOKMEYER, R., QUINN, T. C., SHEPHERD, M., MEHENDALE, S., RODRIGUES, J. AND BOLLINGER, R.
(1995). The AIDS Epidemic in India: a new method for estimating current human immununodeficiency virus
(HIV) incidence rates. American Journal of Epidemiology 142, 709–713.

EFRON, B. AND TIBSHIRANI, R. J. (1993). An Introduction to the Bootstrap. New York: Chapman and Hall.

JANSSEN, R. S., SATTEN, G. A., STRAMER, S. L., RAWAL, B. D., O’BRIEN, T. R., WEIBLEN, B. J., HECHT,
F. M., JACK, N., CLEGHORN, F. R., KAHN, J. O., CHESNEY, M. A. AND BUSCH, M. P. (1998). New testing
strategy to detect early HIV-1 infection for use in incidence estimates and for clinical and prevention purposes.
JAMA 280, 42–48.

KLEINMAN, S., BUSCH, M. P., KORELITZ, J. J. AND SCHREIBER, G. B. (1997). The incidence/window period
model and its use to assess the risk of transfusion-transmitted human immunodeficiency virus and hepatitis C
virus infection. Transfusion Medicine Reviews 11, 155–172.

LACKRITZ, E. M., SATTEN, G. A., ABERLE-GRASSE, J., DODD, R. Y., RAIMONDI, V. P., JANSSEN, R.
S., LEWIS, W. F., NOTARI, E. P. IV AND PETERSEN, L. R. (1995). Estimated risk of transmission of the
human immunodeficiency virus by screened blood in the United States. New England Journal of Medicine 333,
1721–1725.

PETERSEN, L. R., SATTEN, G. A., DODD, R., BUSCH, M., KLEINMAN, S., GRINDON, A. AND LENES, B.
(1994). Duration of time from onset of human immunodeficiency virus type 1 infectiousness to development
of detectable antibody. The HIV Seroconversion Study Group. Transfusion 34, 283–289.

SATTEN, G. A. (1995). Upper and lower bound distribution distributions which gave simultaneous estimates of
quantiles. Journal of the American Statistical Association 90, 747–752.

SATTEN, G. A. (1997). Steady-state calculation of the risk of HIV infection from transfusion of screened blood from



A statistical method for the estimation of window-period risk of transfusion-transmitted HIV 143

repeat donors. Mathematical Biosciences 141, 101–113.

SAWANPANYALERT, P., YANAI, H., KITSUWANNAKUL, S. AND NELSON, K. E. (1996). An estimate of the number
of human immunodeficiency virus (HIV)-positive blood donations by HIV-seronegative donors in a northern
Thailand HIV epicenter. Journal of Infectious Disease 174, 870–873.

SCHREIBER, G. B., BUSCH, M. P., KLEINMAN, S. H. AND KORELITZ, J. J. (1996). The risk of transfusion-
transmitted viral infections. New England Journal of Medicine 334, 1685–1690.

TANAKA, H., TSUKUMA, H., HORI, Y., NAKADE, T., YAMANO, H., KINOSHITA, N., OSHIMA, A. AND SHIBATA,
H. (1998). The risk of hepatitis C virus infection among blood donors in Osaka, Japan. Journal of Epidemiology
8, 292–296.

[Received 15 May, 2000; first revision 15 August, 2000; second revision 16 November, 2000;
accepted for publication 22 Novmber, 2000]


