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An Investigation of the Relationship Between Battery Aging and Fuel Economy for Heavy-Duty

Alternative-Powertrain Vehicles

Abstract

Heavy-duty electric and hybrid electric vehicles are potential means to reduce the emissions of

the transportation sector. However, the lithium batteries needed to power these vehicles can be cost

and weight prohibitive, and battery degradation adds to the lifetime cost of these vehicles. Buses in

particular are considered throughout this work—their frequent stopping and starting makes them

prime candidates for electrification or hybridization, yet that same stopping and starting can be

a source of significant battery wear. This work explores methods to improve battery lifespan and

improve the overall economic feasibility of heavy-duty alternative powertrain vehicles.

Four studies are carried out to this effect; simulation is used in all cases due to the slow rate of

battery degradation and the expense associated with destructive testing. First, an electric bus is

fitted with an on-board photovoltaic system. A full model for on-board photovoltaics is developed

and it is shown that the power provided by the modules reduce the battery discharge depth to a

sufficient degree to improve battery lifespan. Bus rooftop photovoltaics are shown to have a positive

return on investment.

Next, aging-aware control of a hybrid energy storage system is considered. Hybrid energy

storage pairs an ultracapacitor with the conventional lithium battery to reduce large current spike

and improve battery aging. A new energy management strategy that incorporates ultracapacitor

aging is shown to be a more effective means of control than existing literature.

The third and fourth studies concern robust energy management. The third considers the

robustness of aging-aware energy management to aging model variations and methods of improving

the robustness of aging-aware strategies are proposed. The fourth study introduces a new energy

management concept that incorporates elements of minimax dynamic programming. This new

strategy is first shown to improve robustness of a series hybrid bus to driving condition uncertainty,

then second it is shown to improve the performance of aging-aware control of an electric vehicle

with hybrid energy storage.
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CHAPTER 1

Introduction

1.1. Background

The internal combustion engine is a major contributor to greenhouse gas emissions and hydro-

carbon pollution across the globe. Motor vehicles account for a major portion of pollutants such

as carbon monoxide, nitrogen oxide, and volatile organic compounds [1]. Furthermore, heavy-duty

(HD) motor vehicles such as trucks and buses are responsible for 25% of all U.S. transportation-

related greenhouse gas emissions [2]. Alternative powertrain vehicles (APVs), such as electric

vehicles (EVs) and hybrid-electric vehicles (HEVs), are potential technological solutions to reduce

transportation-sector emissions and fuel consumption. However, heavy-duty APVs (HD-APVs)

require large amounts of battery stored energy, which can be cost and weight prohibitive [3].

Degradation of the battery further adds to the lifetime cost of an APV, and battery degradation

rate has been shown to be inversely correlated with fuel economy (albeit in non-HD vehicles) [4,5].

Technologies that improve battery lifespan and fuel economy will reduce this lifetime cost and

hasten the adoption of sustainable transportation.

1.2. Project Scope

The aim of this dissertation is to analyze the relationship between fuel economy and battery

aging in HD-APVs and to investigate ways to the reduce trade-off between the two. Buses in

particular are considered throughout this work—their frequent stopping and starting makes them

prime candidates for electrification or hybridization, yet that same stopping and starting can be

a source of significant battery wear. This research applies a systems-level approach: It focuses on

how the powertrain subsystems interact and what new subsystems can be added to the powertrain

to increase efficiency while decreasing the battery degradation.

This research can be broken into two subject areas: powertrain control systems with aging

dynamics, and integration of new components to the powertrain to reduce battery aging. New

powertrain components includes ultracapacitor (UC) energy storage and on-board photovoltaic
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(OBPV) systems. The contribution of this dissertation is a refined understanding of the relationship

between battery degradation and fuel economy in HD-APVs.

This approach to the battery aging and fuel economy trade-off can be illustrated with the

following example: Consider some hypothetical hybrid or electric vehicle. For this vehicle, there

must be some trade-off between fuel consumption battery degradation. The first step of analyzing

the vehicle is to find the Pareto frontier of this trade-off—what is the best battery lifespan that

can be achieved for a given rate of fuel consumption, and vice versa? This frontier is illustrated

in Figure 1.1(a), and can be found using methods of global optimal control. Next, individual

controllers of varying designs can be evaluated to assess what types of controllers best approach

the Pareto frontier. Figure 1.1(b) shows the fuel/aging trade-off of some potential controller designs.

Then, new components can be considered for the vehicle powertrain. As shown in Figure 1.1(c),

the next topic of study is how control of these new components shifts the optimal frontier. Finally,

Figure 1.1(d) shows the final step, studying how control of the new components can improve

fuel/aging trade-off for the different types of causal controllers.

1.3. Dissertation Structure

This chapter, Chapter 1, consists of the project background, a review the relevant literature,

and an outline of the research objectives. Chapters 2 and 3 review common aspects of modeling

and control used by the studies presented later in this work. Chapter 2 describes the modeling

techniques, including the vehicle modeling, energy storage modeling, and aging mechanism model-

ing, while Chapter 3 describes the dynamic programming control method. Chapter 4 investigates

on-board photovolataics and its impact on battery lifespan. Chapter 5 moves to control of hybrid

energy storage systems, and demonstrates the advantage of including ultracapacitor aging mecha-

nisms in aging-aware control. Chapter 6 studies the robustness of aging-aware energy management

to variations in aging behavior. Chapter 7 investigates a new method of robust control and applies

it to aging-aware energy management. Finally, Chapter 8 concludes the work.

1.4. State-of-the-Art

This section first provides some necessary background on alternative powertrains and on bat-

tery health modeling. It then discusses related work and current gaps in the literature regarding

2



(a) (b)

(c) (d)

Figure 1.1. (a) Find the (noncausal) optimal frontier for battery aging/fuel econ-
omy trade-off. (b) Find which (causal) controllers best approach the optimal fron-
tier. (c) Show how new components can shift the optimal frontier. (d) Show how
new components can improve the performance for realizable controllers.

aging-aware powertrain control systems, OBPV, and UC energy storage. Additional review of the

literature as it relates to the particular studies in this work is given in those relevant chapters.

1.4.1. Powertrain Topologies. Alternative-powertrain vehicles come in four main varieties:

the EV, the series HEV, the parallel HEV, and the series-parallel HEV [6]. The EV is the simplest

of these powertrain topologies and consists of an electric traction motor (or motors) which draws

energy from on-board batteries as shown in Figure 1.2(a). In a series HEV (SHEV), the tractive

force is provided by the electric motor the same way as in an EV. However, a combustion engine

and generator are combined to supply additional electric power to the traction motor and battery.
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There is no mechanical connection between the engine and the ground. This configuration is shown

in Figure 1.2(b). The parallel HEV, on the other hand, uses the engine for traction so that the

engine and motor simultaneously propel the vehicle, as shown in Figure 1.2(c). The series-parallel

configuration combines the series and parallel configurations with a planetary gear set, so that the

engine can provide traction as well as power a generator, as shown in Figure 1.2(d).

(a) Battery EV (b) Series HEV

(c) Parallel HEV (d) Series-Parallel HEV

Figure 1.2. Powertrain configurations.

An additional classification for HEVs is whether they are “plug-in” hybrids. Compared to

ordinary HEVs, the plug-in hybrid has a larger battery pack and can be charged from the grid, so

that it can drive long distances with battery power only. Plug-in hybrids generally operate in two

modes: charge depleting mode, where the vehicle behaves like an EV, and charge-sustaining mode,

where the vehicle operates like an ordinary HEV and maintains the battery charge.

This dissertation limits its scope to only the powertrain topologies most common for HD-APV

vehicles: EVs, SHEVs, and series plug-in HEVs (SPHEV) [7,8].

1.4.2. Battery Aging. Aging of batteries is primarily caused by the formation of the Solid

Electrolyte Interface (SEI) layer—substrates in the chemical reaction pathways—and the formation

of cracks in the electrode materials from repeated stress cycles [9]. These aging mechanisms are

accelerated by high charge and discharge rates, extreme battery temperatures, and deep depths of

discharge [10]. Aging of the battery causes capacity fade (a decrease in the charge storage capacity)
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and power fade (a decrease in the battery efficiency). However, models of the cell chemistry that

include the thermal and stress/strain relationships used to describe SEI layer growth and aging are

computationally intensive and are ill-suited for the type of control-system analysis considered in

this research [9,11,12,13,14].

Research of battery aging in APVs instead tends to utilize empirical models [5,15,16,17,18,

19, 20]. Using empirical aging models for vehicle battery degradation analysis provides a good

trade-off between precision and complexity. These empirical models do not consider the physical

or chemical processes of the battery degradation but instead approximate the battery’s health by

fitting experimental data to aging factors like charge throughput, calendar life, and number of

charge/discharge cycles.

For instance, references [15,16,21,22] develop aging models that relates charge throughput to

degradation, with temperature and current magnitude as additional stress factors. References [23]

and [24] include depth of discharge as an additional stress factor, while [24] also distinguishes

the impact of charging and discharging currents on battery degradation. References [25] and [26]

expand the model presented in [21] to include the effect of SOC on battery degradation during

storage conditions. The aging models for hybrid vehicle applications in [19] and [20] consider

number of charge/discharge cycles and calendar life and use temperature, depth of discharge, and

average state of charge as aging stress factors. Other models in the literature such as [11,27,28]

use simple cycle counting to measure the state-of-health.

This dissertation uses existing empirical models of battery degradation, presented in further

depth in Section 2.3.1. It also focuses only on lithium ion batteries, given their prevalence in both

production vehicles and published aging models.

1.4.3. Energy Management Systems. One of the main issues in the development of APVs

is how to control the flow of power from the engine, battery, or other energy storage components to

meet the driver’s power demand. The energy management system (EMS) provides the supervisory

control that governs how the driver’s power demand is met and seeks to provide the requested

power in the most efficient manner possible. Classical (linear, time-invariant) control systems

do not handle system constraints well, so in the field of vehicle EMS it is more common to use

non-classical control methods ranging from rule-based heuristics to fuzzy-logic-based control to
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non-classical optimal control approaches [29,30,31]. This research focuses on robust and optimal

controllers.

This research primarily focuses on dynamic programming (DP) approaches to optimal control,

namely deterministic dynamic programming (DDP) and stochastic dynamic programming (SDP).

DDP is used for assessing the optimal performance over given operating conditions [29]. DDP

uses precise knowledge of future driver behavior and for that reason can be used to find the true

optimal control over a specific trajectory [32]. For that same reason it is also non-causal and

non-implementable as an EMS. However, it is generally useful to compare a realizable EMS to

the DDP optimal solution to assess how well that control system compares to the true optimal

performance [33]. SDP is likewise an optimal approach and determines the control policy by

minimizing the expected future costs of a cost function over the range of possible future power

requests [34,35]. Considering expected future costs rather than exactly known future costs makes

the SDP approach causal and implementable compared to DDP. Minimax dynamic programming

(MDP) is also considered as a robust approach to energy management. MDP determines the

control policy that minimizes a cost function for worst-case future power requests [32,36]. In some

literature this approach is referred to as robust model predictive control. In that context, MDP

minimizes the cost of a worst-case future trajectory, in contrast to stochastic model predictive

control that optimizes against an expected trajectory [37,38].

The equivalent consumption minimization strategy (ECMS) is another optimal control strategy

that minimizes variables such as fuel consumption, emissions, or stored energy usage over a certain

route, and is also used for to benchmark the performance of energy management strategies [39].

This research follows the method developed in [40] using an equivalence factor tuned for a given

drive cycle, although other implementations of ECMS, such as ECMS utilizing Pontryagin’s Min-

imization Principle to obtain a global optimum [6] or the adaptive ECMS discussed in [41], are

not considered. Additionally, the general concept of ECMS—jointly minimizing different types of

consumption, such as energy and battery life—is used in EMS design.

This research integrates battery aging dynamics into these EMSs to form controllers that reg-

ulate battery degradation. The existing literature on EMSs that actively regulate battery aging is

limited. In Reference [4], the authors developed an SDP-based EMS for a parallel-HEV passenger

vehicle that accounted for battery wear by mapping operating conditions to substrate growth, and
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associating substrate growth with battery state-of-health. Their control system was implemented

using look-up tables. The authors also analyzed how reducing battery aging increased the fuel con-

sumption. However, this research does not appear to properly handle the effect of large charge and

discharge currents on aging: although it modeled the aging rate as increasing with large charging

currents, large discharging currents were incorrectly modeled as decreasing the aging rate (in con-

flict with experimental results in, for instance, references [24] and [42]). In References [5] and [43],

the authors developed a deterministic EMS for a parallel-HEV passenger vehicle that regulates

battery degradation using a “severity factor” map: the control policy penalizes battery usage by

an amount related to the severity of the operating conditions (in terms of temperature and current

magnitude). The authors of [5] also showed an inverse correlation between the battery aging and

fuel consumption. However, the proposed EMS was non-causal and therefore unimplementable.

Based on a review of the literature, the following gaps in knowledge exist:

• What control strategies best reduce the battery aging/fuel economy trade-off?

• What is the cost/benefit of the reduced aging?

• How does robustification of the EMS affect the battery aging/fuel economy trade-off?

1.4.4. On-Board Photovoltaics. A possible method to reduce battery wear and decrease

vehicle fuel consumption is to supplement the energy storage system with photovoltaic (PV) mod-

ules, as shown in Figure 1.3, so that additional power can be generated while the vehicle is on

the road. The power generated from OBPV would reduce the charge-throughput of the battery

and may limit aging stress factors such as depth of discharge and current magnitude. Flexible PV

panels allow for vehicle integration without aerodynamic losses or major infrastructural costs [44].

Contemporary research for OBPV can generally be broken into two groups: Integrated PV for

consumer vehicles and integrated PV for commercial vehicles.

(a) (b)

Figure 1.3. Integrared PV for (a) an EV; (b) an SHEV.
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As consumer vehicles are often parked throughout the day, much of the literature regarding

consumer vehicles, such as references [45,46,47], focuses on analyzing and maximizing collected

solar energy for parked vehicles. Other literature more generally considers the impact of OBPV on

fuel consumption and vehicle emissions in an attempt to determine when PV modules would be

efficient and inexpensive enough for widespread on-board use [48,49]. However, the results found

from literature regarding passenger vehicles cannot be extrapolated to HD vehicles.

Commercial vehicles are generally operated constantly throughout the day so analysis of OBPV

on commerical vehicles tends to focus on powering vehicle components and on the long-term benefits

of OBPV. For instance, PV modules have been integrated into health emergency vehicles in order

to power medical equipment while the engine is not running and to help guarantee a charge when

the vehicle must be started [50]. In another application, OBPV was shown to provide enough

energy to power the refrigeration unit on a delivery vehicle [51]. Meanwhile, [44] examines the

energy collected from roof-mounted PV modules on a diesel-powered bus operating in Poland,

noting that such a system “does not require extensive modification to the vehicle electrical system.”

Experimental results indicated that the solar energy, used to power auxiliary electrical loads, would

quickly provide a positive return on investment. Reference [52] evaluates the economic feasibility

and environmental impact of OBPV for diesel-powered trucks and buses, showing that OBPV could

substantially reduce the carbon footprint of HD vehicles with a payback time of only two to four

years.

However, the listed literature only considers combustion-engine vehicles. There is generally a

lack of research regarding the impact of OBPV for non-conventional HD vehicles. Additionally,

there does not appear to be any research (besides the author’s own) that considers the relationship

between OBPV and battery degradation. This presents the following gaps in knowledge:

• How does OBPV affect the aging of the battery?

• How does OBPV affect the fuel economy of HD-APVs?

• What is the cost/benefit of OBPV on HD-APVs?

1.4.5. Hybrid Energy Storage Systems. Lithium batteries have a high energy density but

low power density, meaning that although they store large amounts of energy, that energy cannot

be accessed quickly. Additionally, high currents to and from the battery are a stress factor for

battery degradation. A potential solution to these problems is to integrate UCs into the energy
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storage system, as shown in Figure 1.4. UCs store energy in the electric field of an electrochemical

double layer and have a high power density but low energy, allowing them to serve as complements

to battery energy storage [6]. By integrating UCs into the powertrain, it becomes possible to

meet the vehicle power requirements with a smaller battery and reduces battery degradation by

restricting large currents going to or from the battery [6,33]. Aging of UCs is primarily dependent

on time, temperature, cell voltage, and current magnitude [53, 54, 55]. The converter shown in

Figure 1.4 allows power going to or from the UC to be actively controlled, which in turn allows for

better utilization of the UC [56,57].

(a) (b)

Figure 1.4. Integrated UC for (a) an EV; (b) an SHEV.

Some related work includes reference [58], in which the authors develop an optimal control pol-

icy to govern UC behavior and demonstrate clear aging improvements over a passive (uncontrolled)

system. References [59] and [60] carried out a parametric study on battery degradation versus UC

size in EVs, using a rule-based control system to govern power allocation. Reference [61] developed

a control strategy integrating UCs with lead-acid batteries in a HEV for battery life extension, and

found that a 50% increase in battery cycle life would be needed for the UC to be cost-effective.

Reference [62] experimentally demonstrated a decrease in battery power fade and temperature rise

in lithium-ion batteries due to UCs on an EV load profile.

The state-of-the art is to directly incorporate a battery aging model into the vehicle’s energy

management strategy, so that battery aging can be controlled directly, rather than indirectly by

limiting aging factors like large currents and temperatures. [63], for instance, uses Dynamic Pro-

gramming to develop an aging-aware optimal controller that jointly minimizes the equivalent cost

of battery degradation and electrical energy losses in an electric bus. [64] demonstrates an appli-

cation of Q-learning to both identify and control battery aging behavior in an electric car’s HESS.

references [65,66,67] demonstrate an optimal control strategy to directly minimize battery aging
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in a HESS for a plug-in HEV using an Equivalent Consumption Minimization Strategy (ECMS),

where battery aging is modeled using a throughput-based aging model. On the other hand, [68]

incorporates a cycle-counting based aging model to optimally size the HESS for a plug-in HEV,

finding the HESS should be sized so that UCs supply approximately 80% of power in order to

maximize the economic benefit of the HESS.

This research is interested in optimal control of the UC to reduce battery aging and maximize

overall value of the energy storage system, in particular the effects of ultracapacitor aging. Although

the impacts on aging are well researched and some work does exist on optimal aging-aware control,

the following gaps in knowledge still exist:

• How are battery aging, ultracapacitor aging, and fuel economy jointly impacted by aging-

aware control?

• What control strategies best minimize the trade-off between fuel economy and aging in a

system with integrated UCs?

• What is the cost/benefit of integrating UCs into the powertrain?

10



CHAPTER 2

Vehicle and Component Modeling Methodologies

This chapter develops a complete model for an electric and series hybrid electric bus, optionally

with a hybrid energy storage system. The vehicle dynamics are presented first, followed by pow-

ertrain components, then lithium ion battery and ultracapacitor dynamics, and finally discusses

aging modeling for both lithium ion batteries and ultracapacitors. This chapter covers modeling

shared across multiple aspects of this research. Modeling unique to a particular study—such as

on-board photovoltaics modeling or ultracapacitor aging—are reserved for the relevant chapter.

2.1. Vehicle Modeling

2.1.1. Vehicle Dynamics. The goal of the vehicle dynamics model is to capture the primary

forces on the vehicle while maintaining model simplicity. To that end, a backwards-facing quasi-

static vehicle model is used to simulate the vehicle dynamics [69]. A backwards-facing model

assumes that the driver accurately follows a specified velocity profile, allowing the acceleration to

be approximated from the known velocity profile and eliminating the need for a driver model. This

in turn allows the time-history of the electrical load placed on the powertrain to be calculated in

advance.

This vehicle model, illustrated in Figure 2.1, considers inertial forces, aerodynamic drag, and

rolling resistance. A flat road profile is assumed in this research, so gravitational forces are excluded.

The drag force is given by

Fdrag =
1

2
ρAfCD(vv)

2 (2.1)

where ρ is the air density, Af is the frontal area, CD is the drag coefficient, and vv is the vehicle

velocity. Rolling resistance is given by

Froll =MvgCR (2.2)

where Mv is the vehicle’s total mass, g is acceleration due to gravity, an CR is the rolling resis-

tance coefficient. In a backwards-facing model, the inertial force is determined from the vehicle
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Figure 2.1. Bus vehicle model. θ is assumed to be 0.

acceleration and the vehicle mass as

Finertial =Meq
dvv
dt
. (2.3)

Meq is the mass of the bus plus the equivalent mass due to the rotational inertia of the motor and

wheels

Meq =Mv + 4Jw

(
1

Rw

)2

+ Jm

(
NfdNgb

Rw

)2

, (2.4)

where Jw is the rotational inertia of one wheel, Jm is the rotational inertia of the motor, Rw is the

wheel radius, Nfd is the final drive ratio, and Ngb is the gearbox ratio. These terms are related to

the powertrain model discussed in Subsection 2.1.2 and are dependent on the vehicle configuration.

The acceleration term in (2.3) is approximated from a given velocity profile according to

dvv
dt

(t) ≈ vv(t+∆t)− vv(t−∆t)

2∆t
. (2.5)

The inertial, drag, and rolling resistance forces sum together to give the traction force on the bus.

Ftraction = Finertial + Fdrag + Froll (2.6)

The vehicle’s wheel speed is defined as

ωwh = vv/Rw. (2.7)
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Parameter values for the vehicle model can be found in Table 2.1. The bus is assumed to be

fully loaded and at its maximum allowable weight. Vehicle parameters are estimated from existing

literature on bus simulation [70,71,72].

Table 2.1. Vehicle model physical parameters.

Parameter Variable Value

Vehicle Mass Mv 18,181 kg

Frontal Area Af 8.02 m2

Drag Coefficient CD 0.55

Roll Resistance Coefficient CR 0.008

Wheel Inertia Jw 20.52 kg-m2

Motor Inertia Jm 0.277 kg-m2

Wheel Radius Rw 0.48 m

Final Drive Ratio Nfd 5.1

Gearbox Ratio Ngb 5

Transmission Efficiency ηtrans 96%

2.1.2. Powertrain Model. This section describes the modeling of the vehicle powertrain,

including the transmission and electric motor, illustrated in Figure 2.2. The model for a SHEV

with UC is given and can be simplified to other topologies, such as an SHEV without UC or an EV

with hybrid energy storage. The battery and ultracapacitor dynamic models are left to Section 2.2.

2.1.2.1. Transmission. The vehicle speed and traction force are transformed into motor torque

and motor speed. Assuming a constant transmission efficiency of ηtrans, represented as torque

losses, the motor torque is given by

τm =


(

Rw
NfdNgb

Ftraction

)
/ηtrans, Ftraction ≥ 0(

Rw
NfdNgb

Ftraction

)
· ηtrans, Ftraction < 0

(2.8)
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Figure 2.2. Series HEV powertrain model with UC.

and the motor speed is given by

ωm =
NfdNgb

Rw
vv (2.9)

Note that the vehicle uses a fixed gear ratio, that is, Ngb is constant. Then, the mechanical power

needed to drive the vehicle Pmech can be expressed in terms of the motor torque and angular

velocity.

Pmech = τm · ωm (2.10)

Here, positive Pmech indicates acceleration. Parameter values for transmission can be found in

Table 2.1.

2.1.2.2. Motor and Power Electronics. The electrical power demand of the motor, Pdem, is

calculated from Pmech and an efficiency parameter ηmotor, 0 < ηmotor < 1. ηmotor is variable as a

function of τm and ωm and is determined from a static efficiency map.

Pdem =

 Pmech/ηmotor τm ≥ 0

Pmech · ηmotor τm < 0
(2.11)

The efficiency map is obtained from the National Renewable Energy Laboratory’s Advanced Vehicle

Simulator (ADVISOR) data library [73], and scaled to the appropriate size using the scaling method

in [6]. It includes both the motor efficiency and the efficiency of the power electronics. The modeled

vehicle utilizes a 250kW AC induction motor.

Depending on the powertrain topology, the power demand for the electric motor may be pro-

vided by battery power Pbatt, generator power Pgen (if the vehicle is a series-hybrid), or ultracapac-

itor power Puc (if the vehicle has hybrid energy storage). As part of the quasi-static simulation, it

14



is assumed that the power demand is always met.

Pdem = Pbatt + Pgen + Puc (2.12)

Pdem is set by the drive cycle and Pgen and Puc are treated as a controlled variable. Therefore,

Pbatt is fixed and dependent on Pdem, Pgen, and Puc. Therefore, (2.12) can be rewritten as

Pbatt = Pdem − Pgen − Puc (2.13)

If the vehicle in question is a battery electric vehicle (BEV) without hybrid energy storage, then

Equation (2.13) reduces to

Pbatt = Pdem (2.14)

If the BEV does have hybrid energy storage, then Equation (2.13) reduces to

Pbatt = Pdem − Puc (2.15)

Finally, if the vehicle in question is a series hybrid without hybrid energy storage, then Equa-

tion (2.13) reduces to

Pbatt = Pdem − Pgen (2.16)

2.1.2.3. Engine-Generator Model. The parts of this work considering a SHEV use a 200kW

generator and 180kW diesel engine, sized based on [74] with a 6:1 fixed gear ratio between them,

as depicted in Figure 2.3. Given this engine size, the full generator power cannot be utilized.

However, this engine size ensures the optimal operating regions of the engine and generator overlap

to ensure efficient operation of the combined system. Efficiency maps for both the heavy-duty

diesel engine and generator are obtained from ADVISOR’s data library [73], and scaled to the

appropriate size using the scaling method in [6]. The generator map includes the efficiency of the

converter.

Because of the curse of dimensionality, it is desirable to use as few state variables and control

variables as possible in the formulation of the engine and generator model. Following the work

shown in [37] for a series hybrid vehicle, static maps for engine and generator efficiency are used

to simplify the modeling. Additionally, the model only considers the power into and out of each

element, rather than track the torques and speeds. The model simplification is shown in Figure 2.3.
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Figure 2.3. Engine/Generataor block diagram and simplification.

First, the generated electrical power Pgen is considered to be related to the mechanical power

by an efficiency factor ηgen.

Pgen = ηgen · Pgen,mech (2.17)

As shown in Figure 2.3, the generator is powered by a combustion engine subject to friction and

gearbox losses represented by ηgb. Then,

Pgen = ηgen · ηgb · Peng (2.18)

The combustion takes place with an efficiency of ηeng. Therefore,

Pgen = ηgen · ηgb · ηeng · Pfuel (2.19)

where Pfuel is the amount of power stored in fuel, which is in turn equal to the mass flow rate of

fuel times the energy density of the fuel.

Like ηmotor in (2.11), ηgen and ηeng are dependent on the operating torque and speed of the

generator and engine, respectively (ηgb is assumed to be a constant 99%). To keep the model simple

and to avoid the need to track the torque and speed of the engine and generator, the converter and

engine controller indicated in Figure 2.3 are assumed to control the generator and engine so as to

follow an optimal efficiency curve (OEC) [75]. In other words, it is assumed that for a given output

electrical power Pgen, the engine and generator operate at the torque and speed with the highest

efficiency from fuel to electrical power. The OEC is found through a direct search of all points on

the efficiency maps for the engine and generator. The OEC for this model is shown in Figures 2.4
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and 2.5. Notably, the peak efficiency occurs at

P ∗
gen = 85kW. (2.20)

Finally, below a certain threshold power Psd, the engine-generator system is considered off; no power

is produced and no fuel is consumed. Instead, generator power 0 > Pgen > Psd corresponds to when

the engine is starting up and being brought to a minimum allowable speed by the generator, or

when the engine is shutting down after use. The 0 > Pgen > Psd region is denoted as the “startup

region” in Figures 2.4 and 2.5.

Series-Hybrid Engine/Generator Joint Efficiency Map
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Figure 2.4. Efficiency map and optimal efficiency curve. The red line indicates
the region where the generator is starting the engine.

2.2. Energy Storage System Dynamics

2.2.1. Battery. The vehicle’s lithium-ion battery cells for simulation are modeled with the

2nd-order equivalent circuit shown in Figure 2.6, where Vocv is the battery cell open-circuit voltage,

Rs is the series resistance, and Rpi and Cpi are the parallel resistances and capacitances, respectively.

All five of these parameters are variable with the battery’s state of charge SOCb and temperature,

per the model provided in [76], although temperature dynamics are not considered in this work.

17



0 20 40 60 80 100 120 140 160 180

P
gen

 (kW)

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

N
et

 E
ffi

ci
en

cy
(f

ue
l t

o 
el

ec
tr

ic
al

 p
ow

er
)

Optimal Efficiency Curve

OEC
OEC (startup region)

Figure 2.5. Optimal efficiency versus Pgen.

The state of charge is a normalized measure of battery charge where SOCb = 100% is fully charged

and SOCb = 0% is fully discharged. VT is the battery cell terminal voltage. Nominal parameter

values are given in Table 2.2.

Figure 2.6. Battery pack equivalent circuit, full model.
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Table 2.2. Battery model parameters.

Parameter Variable Value

Battery Cells Series Nser variable

Battery Series sets in Parallel Npar variable

Total Charge Capacity Qbatt 3.3Ah

Nominal Open Circuit Voltage Vocv 2.3v

Nominal Equivalent Resistance Rs 8.8 mΩ

The dynamics for this model are given by

q̇p1 = Ibatt −
qp1

Rp1Cp1
(2.21)

q̇p2 = Ibatt −
qp2

Rp2Cp2
(2.22)

where Ibatt is the battery current, positive when discharging, and the qpi terms are the charges in

the capacitance elements. The terminal voltage is given by

VT = Vocv −RsIbatt −
qp1
Cp1

− qp2
Cp2

(2.23)

For energy management applications, it is generally more convenient to deal with power flow

rather than voltage and current. The next few steps show how to transform the problem to treat

power as an input rather than current. Letting Pbatt,cell be the power going to or from the battery

cell,

Pbatt,cell = IbattVT (2.24)

Then, solving this for the current and substituting it into Equation 2.23 and solving yields

V 2
T =

(
Vocv −

qp1
Cp1

− qp2
Cp2

)
VT − Pbatt,cellRs (2.25)

VT =
1

2

Vocv − qp1
Cp1

− qp2
Cp1

+

√(
Vocv −

qp1
Cp1

− qp2
Cp2

)2

− 4Pbatt,cellRs

 (2.26)

For a given power coming from or going to the battery, the terminal voltage can be computed

from Equation 2.26, and this result can be substituted into Equation 2.24 to obtain the charging
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or discharging current. Finally, the SOC is tracked using Coulomb counting.

d

dt
SOCb = − Ibatt

Qbatt
(2.27)

where Qbatt is the battery cell’s capacity in Coulombs, and where Ibatt again is positive when

discharging.

Like state of charge is a normalized measure of charge, the C-rate is a normalized measure of

current that is commonly used in battery aging models. The C-rate is defined as

C-rate =
Ibatt

Qbatt,Ah
(2.28)

where Qbatt,Ah is the battery capacity in units of Amphere-hours (Ah). So for example, a C-Rate

of 1C means the battery would fully charge or discharge in one hour, a C-rate of two means it

would fully charge or discharge in half an hour, and a C-rate of 1/2 means it would fully charge or

discharge in two hours.

However, the model given above is not necessarily appropriate for control development. Control-

oriented modeling requires minimal states to avoid curse-of-dimensionality problems. So, this 2nd-

order model is reduced to the simple quasi-static model shown in Figure 2.7.

Figure 2.7. Reduced-order battery model and battery pack equivalent circuit.

Without the capacitance elements, Equations (2.26) reduces to

VT =
1

2

(
Vocv +

√
V 2
ocv − 4 · Pbatt,cell ·Req

)
(2.29)

The battery current can once again by found by substituting the terminal voltage into Equa-

tion (2.24) and solving.
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Next, individual cells are combined in series, and then sets of cells in series are combined in

parallel, as shown in Figure 2.7. The overall power to or from the battery pack is given by

Pbatt = NserNparPbatt,cell (2.30)

while the battery pack equivalent resistance Rs,pack, open-circuit voltage Vocv,pack, and current

Ibatt,pack are given by

Ibatt,pack = Npar · Ibatt (2.31)

Rs,pack = Rs ·
Nser

Npar
(2.32)

Vocv,pack = Nser · Vocv (2.33)

Although the number of cells used in the battery pack may be variable between experiments,

in general the number of cells in series is chosen to ensure that the battery pack OCV is in line

with the requirements of [77], while the number of parallel sets is chosen so that the bus can meet

the specific requirements like range or power thresholds [74,77].

2.2.2. Ultracapacitor. The ultracapacitor modules for vehicle simulation are modeled as a

4th-order ladder circuit depicted in Figure 2.8.

Figure 2.8. Ultracapacitor pack equivalent circuit.

where VT,uc is the terminal voltage, the Ris are the capacitor resistances, and the Cis are

the capacitances. This research uses 100F ultracapacitor modules, a common size in the existing

literature [63, 78, 79, 80]. Reference [81] develops an experimentally-validated 100F UC model,
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with dynamics

q̇1 =
1

R1

(
q2
C2

− q1
C1

)
(2.34)

q̇2 =
1

R2

(
q3
C3

− q2
C2

)
− 1

R1

(
q2
C2

− q1
C1

)
(2.35)

q̇3 =
1

R3

(
q4
C4

− q3
C3

)
− 1

R2

(
q3
C3

− q2
C2

)
(2.36)

q̇4 =
1

R4

(
−Iuc −

q4
C4

)
− 1

R3

(
q4
C4

− q3
C3

)
(2.37)

where each qi is the charge in the charge in the i-th capacitor element and where Iuc is positive

when discharging. Like with the battery, it is desirable to directly set the capacitor power.

Puc = IucVT,uc (2.38)

Then from Equation (2.38) and terminal voltage definition

VT,uc =
q4
C4

−R4Iuc (2.39)

again where Iuc is positive when discharging, we obtain

V 2
T,uc −

q4
C4
VT,uc +R4Puc = 0 (2.40)

VT,uc =
1

2

(
q4
C4

+

√
q24
C2
4

− 4PucR4

)
(2.41)

and the current can be obtained from Equations (2.38) and (2.41). The parameters for this model

are given in Table 2.3.

Table 2.3. Ultracapacitor full model parameters.

Variable Value Variable Value

C1 31.7 F R1 29.6 mΩ

C2 53.2 F R2 4.94 mΩ

C3 18.9 F R3 1.47 mΩ

C4 2.08 F R4 8.32 mΩ
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For control-development, the above model is reduced to the first-order equivalent circuit shown

in Figure 2.9, where

Ruc = R1 +R2 +R3 +R4 (2.42)

Cuc = C1 + C2 + C3 + C4 (2.43)

The ultracapacitor pack, similar to the battery pack, consists of ultracapacitors arranged in Npc

modules in a parallel set and Nsc sets in series. The parameters for this reduced-order model are

given in Table 2.4. The number of modules is variable so that the effectiveness and cost-benefit of

the HESS can be considered across a range of designs.

Figure 2.9. Ultracapacitor pack equivalent circuit.

Table 2.4. Ultracapacitor reduced-order model parameters.

Parameter Variable Value

UC modules in Series Nsc variable

UC Series sets in Parallel Npc variable

Resistance Ruc 44.3mΩ

Capacitance Cuc 105.9F

Adapting Equations (2.38)–(2.41) to the reduced-order model gives

VT,uc =
quc
Cuc

− IucRuc (2.44)

V 2
T,uc =

quc
Cuc

· VT,uc − PucRuc (2.45)

VT,uc =
1

2

(
q2uc
C2
uc

+

√
quc
Cuc

− 4PucRuc

)
(2.46)
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VT,uc can then be substituted back into Equation (2.38) to obtain the ultracapacitor current. Then,

the state equation for the capacitor is

q̇uc = −Iuc (2.47)

The UC pack is connected to the DC bus through a converter, as shown in Figure 2.2. The

converter allows the UC pack to operate independently of the DC bus voltage. The ultracapacitor

power is indicated by Puc, where Puc is positive while discharging and negative while charging.

Then, the total UC pack has power Puc,pack given by

Puc,pack = NpcNscPuc (2.48)

Then for the complete ultracapacitor pack,

Iuc,pack = Iuc ·Npc (2.49)

VT,uc,pack = VT,uc ·Nsc (2.50)

Ruc,pack = Ruc ·
Nsc

Npc
(2.51)

where Iuc,pack is the total current going to or from the UC pack, VT,uc,pack is the terminal voltage

of the overall UC pack, and Ruc,pack is the equivalent series resistance of the entire pack.

Finally, the UC pack’s DC-DC converter is assumed to have an efficiency of ηconv = 95% [63].

So, the power coming from or going to the UC at the DC bus Puc,bus is given by

Puc,bus =

 Puc,pack · ηconv Puc,pack ≥ 0

Puc,pack/ηconv Puc,pack < 0
(2.52)

and the losses from the converter are given by

Puc,conv-loss = |Puc,pack − Puc,bus| (2.53)

2.3. Energy Storage System Aging

2.3.1. Battery Aging: Cycle Counting Method. This research considers two methods of

modeling battery aging; the first is a cycle-life aging model developed in Reference [24]. A simpler

version of cycle counting is used for aging analysis in works such as [19, 27, 82]; Reference [24]

extends the method to handle more variable operating conditions and include additional aging
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factors such as current and temperature. This section begins by explaining the basic method,

which considers only depth of discharge, and from that develops it into the model in Reference [24]

and further into an aging model that can be used in dynamic control of the energy storage systems.

First, we consider a simple aging model that determines the cycle life CL of a battery as a

function of the depth of discharge DoD of each cycle.

CL = f(DoD) (2.54)

The functional relationship between cycle life and depth of discharge is logarithmic in nature, and

a curve fit to experimental data between measured discharge depth and cycle life is used model the

relationship. Reference [82] for instance fits data to the form

CL = β0 ×DOD−β1 × exp (β2(1−DOD)) (2.55)

where the βi terms are fitted parameters, while Reference [24] fits data to the form

CL = a1e
a2·DoD + a3e

a4·DoD (2.56)

where the ai terms are curve fit parameters.

Reference [24] then extends the function in Equation (2.54) to model the cycle life of a battery as

a function of depth of discharge DoD, charging current Ic, discharging current Id, and temperature

T .

CL = f(DoD, Ic, Id, T ) (2.57)

This model starts as a simple curve fit of cycle life to depth-of-discharge per Equation 2.56 at a

reference point of Ic = 1C, Id = 1C, T = 25◦C. This baseline cycle life is denoted CLDoD. The

cycle life is then obtained by modifying CLDoD based on the actual operating Ic, Id, and T .

CL = CLDoD ·AId ·AIc ·AT (2.58)

where

CLDoD = a1e
a2·DoD + a3e

a4·DoD (2.59)

AId =
a5e

a6·Id + a7e
a8·Id

a5ea6 + a7ea8
(2.60)
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AIc =
a9e

a10·Ic + a11e
a12·Ic

a9ea10 + a11ea12
(2.61)

AT =
a13T

3 + a14T
2 + a15T + a16

253a13 + 252a14 + 25a15 + a16
(2.62)

where the ai terms are again curve fit parameters. The a5–a8 parameters are found from a curve

fit of cycle life to varying Id for Ic = 1C, T = 25◦, and DoD = 100%. The a9–a12 parameters are

found from a curve fit of cycle life to varying Ic for Id = 1C, T = 25◦, and DoD = 100%. The

a13–a16 parameters are found from a curve fit of cycle life to varying T for Id = 1C, Ic = 1C, and

DoD = 100%.

The cycle life model in [24] assumes uniform charge and discharge cycles over the life of the

battery. To handle the non-uniform cycles of vehicle operation, we can apply the Palmgren-Miner

(PM) rule, a method originally developed for analyzing material fatigue life that has been shown to

effectively approximate the battery health over non-uniform charge and discharge cycles [11,82].

Under the assumptions of this method, each charge and discharge cycle damages the battery an

amount equal to the inverse of the cycle life at that cycle’s operating conditions. In other words,

if we assume a cycle k with depth of discharge DoDk, charge current magnitude Ic,k, discharge

current magnitude Id,k, and temperature Tk, then the cycle life for these operating conditions is

CLk. Under the PM rule, this cycle damages the battery by an amount Dk given by

Dk =
1

CLk
(2.63)

The PM rule assumes that damage accumulates linearly for each charge and discharge cycle. So,

the damage from each individual cycle can be summed to find the total damage. The total damage

Dtot through the k-th cycle is therefore

Dtot(k) =

k∑
i=1

Di (2.64)

where each Di represents the damage from a single cycle with operating conditions DoDi, Ic,i, Id,i,

and Ti. In this way, the damage of individual cycles with unique operating conditions are summed

to get a total measure of battery health.

The rainflow-counting method [83] is used to transform the irregular charge-discharge patterns

of vehicle operation, such as from regenerative braking, into an equivalent set of independent
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charge-discharge cycles. For example, consider the SOC profile shown in Figure 2.10: Three smaller

cycles of DoD = 20% are contained within a larger DoD = 100% cycle. The rainflow-counting

algorithm identifies the start and end of these smaller cycles, and the Palmgren-Miner rule is used

to evaluate their individual contributions to the overall battery aging. Full descriptions of rainflow-

counting algorithms can be found in [83,84,85,86], and applications of rainflow-counting to battery

degradation problems can be found, for example, in [86,87,88,89,90].

Figure 2.10. Example irregular SOC trajectory. Rainflow-counting identifies the
individual cycles within the larger trajectory.

Note that [24] (and therefore applications of [24] in this research) does not consider the effect

of where the charge-discharge cycle is centered. Other works, such as [19], do account for this

affect.

Zero total damage indicates that the battery is at its beginning of life (BOL), while total damage

of one indicates the battery’s end of life (EOL). Battery end-of-life corresponds to 20% capacity

fade, so the capacity fade CF can be put in terms of the damage as

CF (k) = 0.2 ·Dtot(k) (2.65)

The above method requires full knowledge of the charge and discharge time histories, which

is not practical for use in energy management; the EMS must act at a much faster rate than the

pace at which these cycles develop. It is possible, however, that the EMS could determine how a

control decision might cause the damage from the current cycle to lessen or grow. For instance,
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imagine a battery operating at conditions of DoDj , Ic,j , Id,j , Tj . Then, let the energy management

system make some decision that produces new operating conditions of DoDk, Ic,k, Id,k, Tk. Using

Equations (2.57) through (2.63), the change in damage ∆D due to the EMS’s decision can be

computed as

∆D = Dk −Dj =
1

f(DoDk, Ic,k, Id,k, Tk)
− 1

f(DoDj , Ic,j , Id,j , Tj)
(2.66)

The rainflow-counting method from [86], for instance, could be applied to track discharge depth in

real time. Then, an energy management strategy could incorporate Equation (2.66) for a measure

of potential battery damage. In this way the strategy would try to minimize the change in damage

from the control decision made at each time step. Note that when controlling aging in this manner,

the EMS can only be aware of the DoD up until the current point in time and can only assess

damage relative to the current DoD, while the “true” aging depends on the size of the completed

cycle. Despite this discrepancy, this method still proves an effective way to control battery aging,

as will be shown in later chapters.

The resistance growth model in Reference [24] can be treated in an identical manner to Equa-

tions (2.57)–(2.66). The capacity fade and resistance growth models both use rainflow counting

as in [91] to determine the aging from the irregular cycling operations experienced while a vehi-

cle is in operation. For simplicity, it is assumed that the battery operates at a constant internal

temperature of 35◦C.

2.3.2. Battery Aging: Power Law Model. The second aging model in this research is the

power law aging model presented in Reference [21]. This model has been used for aging control in,

for example, references [4,5,63]. Reference [21] developed a lithium-ion battery empirical aging

model for normalized battery capacity loss Qloss, based on an Arrhenius equation. The model

uses experimental data to relate battery degradation to charge throughput in ampere-hours Ah,

normalized current Ib, and temperature T .

Qloss = A(Ib) exp

(
−Ea +B|Ib|

RT

)
Ahz (2.67)

Ea, B, and z are fitted parameters, while A(Ib) is a fitted function of normalized current. R is

the ideal gas constant. Note that Equation (2.67) only considers the absolute value of Ib and

that charge throughput is the integral of the absolute value of the current. So, this model is only
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concerned with the magnitude of current; discharging the battery and charging it (such as from

regenerative braking) are handled identically.

Here, Qloss is a normalized measure of capacity fade: Qloss = 0 indicates BOL and Qloss = 1

indicates complete capacity fade, such that the battery can no longer hold any charge at all. Then,

Qloss = 0.2 indicates a 20% decrease in the storage capacity that corresponds to the standard

definition for battery EOL [27]. This model treats current and temperature as static values. So,

Equation (2.67) can be differentiated to form a dynamic aging model as follows:

dQloss
dt

= A(Ib) exp

(
−Ea +B|Ib|

RT

)
z(Ah)z−1dAh

dt
(2.68)

Finally, in order to express the aging in the same units as the cycle-counting method, Qloss is

converted to a damage term, where total damage of Dtot = 1 corresponds to battery EOL at

Qloss = 0.2.

Dtot =
Qloss
0.2

(2.69)

Then, the change in damage ∆D over a given time-step ∆t is

∆D =
1

0.2
× dQloss

dt
×∆t (2.70)

This change-in-damage term can be used in an energy management system in an identical manner

to the change in damage derived from cycle-counting, given in Equation (2.66).

However, using Equations (2.68)–(2.70) for control requires recording the total ampere through-

put over the entire life of the battery. Literature that uses this aging model for control conven-

tionally neglects the throughput component and instead uses a “severity factor” that represents

the relative aging of the battery with respect to nominal operating conditions [5,67,92,93], and

in effect treats battery damage as accumulating linearly, similar to the cycle-counting model. The

severity factor is defined as follows. First, the total ampere-hour throughput at battery end-of-life

is found by solving Equation 2.67 for Ah and defined in terms of the operating current Ib and

temperature T .

AhEoL(Ib, T ) =

(
20%

A(Ib)
exp

(
−Ea +B|Ib|

RT

))1/z

(2.71)

Then, the severity factor σ as a function of current and temperature is defined as the ratio of

the end-of-life throughput at a nominal current Inom and temperature Tnom, typically 1C and 25◦
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respectively, to the end-of-life throughput at a given current and temperature.

σ(Ib, T ) =
AhEoL(Inom, Tnom)

AhEoL(Ib, T )
(2.72)

So, if operating conditions are harsher than the nominal conditions, the end-of-life throughput

will be smaller, and thus the severity of those conditions is higher. Controllers using this method

typically minimize the effective throughput Aheff , where the effective throughput rate is defined

as
dAheff
dt

= σ(Ib, T )
dAh

dt
(2.73)

This can be read as: the change in throughput dAh
dt at the current operating conditions Ib and T

are equivalent to a change in throughput
dAheff
dt at nominal operating conditions Inom and Tnom.

As mentioned earlier, this is essentially a linear accumulation of damage.

dAheff
dt

= σ(Ib, T )
dAh

dt
(2.74)

dAheff
dt

=
AhEoL(Inom, Tnom)

AhEoL(Ib, T )

dAh

dt
(2.75)

1

AhEoL(Inom, Tnom)

dAheff
dt

=
1

AhEoL(Ib, T )

dAh

dt
(2.76)

That is, the aging over a particular window of time is equal to the instantaneous throughput divided

by the cycle life throughput at the operating conditions over that timespan. So, a change in damage

∆D over a given time-step ∆t can be defined as

∆D =
dAh

dt

1

AhEoL(Ib, T )
∆t (2.77)

Once again, this change-in-damage term can be used in an energy management system in an

identical manner to the change in damage terms from Equations (2.66) and (2.70).

It should be noted that this method does not model any resistance growth in the battery.

2.3.3. Model Limitations. The models [21,24] presented in the last two subsections are both

prominent models in the literature, with each used in a plethora of vehicle battery aging studies.

They were chosen for this work for their prominence in the literature, because their respective

authors provided sufficient data and clear methodology to fully reproduce their work, and because
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both models readily lend themselves to use in control. However, both models leave off certain

dynamics that limit their accuracy. For completeness, some of these limitations are discussed here.

The cycle-counting model, for instance, does not account for a charge-discharge cycle’s center

point. In other words, a cycle from SOC = 100% to 80% and back to 100% is counted the same as

a cycle from SOC = 20% to 0% and back to 20%. The power-law model similarly does not capture

the effect of SOC during cycling. [5] for instance applies a SOC-based modifier to Equation (2.67)

to increase the severity of aging at high SOC. [17] on the other hand applies a similar modifier,

but to account for extra damage during deep discharge cycles. Although both the power-law and

cycle-counting models in this work include temperature effects, a battery thermal model is not

employed so the effect of that aspect of aging is limited.

Most notably, neither the cycle-counting nor power-law model includes calendar aging effects.

Calendar aging is battery degradation associated with time since manufacture rather than through-

put or cycling, and is amplified by high temperature and high state-of-charge [94]. For instance,

reference [94] describes the individual effect calendar aging, while [26] models calendar aging

alongside cycle aging. Although calendar aging is not considered in the majority of this work, it is

explored briefly in Chapter 6 to ensure the work developed on simpler models still holds up.

2.4. Model Selection

The studies presented later in this work use the models from this chapter, although the choice

of a simple or complex model may vary depending on the particular application. The uses of each

model are collected here for reference.

First, all models use the vehicle dynamics presented in Section 2.1. Vehicle parameters, com-

ponent sizings, and the like are given in each particular chapter.

Chpater 4 presents an electric vehicle with onboard photovoltaics. Because of the large battery

used in this model, the steady power flow from the PV, and the computational effort needed to

simulate a year’s worth of driving for proper PV analysis, the battery uses the simple quasi-static

model for dynamics and discharge depth alone, per Equation 2.55 for aging.

Chapter 5 introduces hybrid energy storage using an ultracapacitor. This study uses the 4th-

order ultracapacitor dynamics and the 2nd-order battery dynamics models for simulation, and the

1st-order ultracapacitor and quasi-static battery models for control development. Both simulation
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and control make use of the cycle counting approach presented in Subsection 2.3.1 and consider

discharge depth, charging current magnitude, and discharging current magnitude as variable aging

factors. Battery thermal models and thermal management systems are outside the scope of this

work, so a constant elevated temperature of 35◦C for the battery is assumed.

Chapter 6 continues studying hybrid energy storage systems and uses the same dynamic models

as Chapter 5. For battery aging, this study considers both the cycle-counting method as used in

Chapter 5 and also the power-law method (including the severity factor approach) for control, and

both the cycle-counting method and power-law method for simulation. The cycle-counting approach

considers the same variables as in Chapter 5, while the power-law method considers throughput

and current magnitude as variable aging factors, while temperature is again assumed constant.

Chapter 7 presents two studies: The first considers series hybrid energy management and does

not consider aging, so the quasi-static model is used for battery dynamics. Ultracapacitor models

and aging models are not applicable. The second study concerns battery aging in an electric vehicle

with hybrid energy storage, and uses the same models for both dynamics and control as Chapter 6.
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CHAPTER 3

Dynamic Programming Approaches

This research makes extensive use of the dynamic programming method for energy management.

This chapter describes three different approaches to dynamic programming control. Specific control

methods, e.g. the cost functions and constraints used, are described in later chapters as they apply

to specific studies.

In all cases, the dynamic programming problem considers a discrete-time dynamic system

x(k + 1) = f(x(k), u(k), w(k)) (3.1)

where x(k) is the state vector at time k, u(k) is the control vector, and w(k) is a vector of any

exogenous variables, such as commanded inputs or disturbances. x, u, and w are assumed to exist

in finite ranges x ∈ X, u ∈ U , and w ∈W .

Implementation of DP for control involves quantizing the state, control, and possibly exogenous

variables into discrete grids of points

x(k) ∈ X = xi, i = 1, . . . , Nx (3.2)

u(k) ∈ U = ui, i = 1, . . . , Nu (3.3)

w(k) ∈W = wi, i = 1, . . . , Nw (3.4)

where Nx, Nu, and Nw are the total number of discrete points in X, U , and W respectively. The

DP problem is solved for these points only. Interpolation can then be used to find the control u for

an exact value of x or w.

3.1. Deterministic Dynamic Programming

Deterministic dynamic programming (DDP) is a technique for finding the globally optimal

control for a discrete-time dynamic system through use of a priori knowledge of driver behavior.

DDP for energy management has been covered extensively in the literature—per [95], several dozen
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papers have been written on DDP for HEV energy management. In this method, the full trajectory

of w(k) is assumed to be known exactly as a function of time. Then, the optimal control u∗ is given

as a function of state variables and time

u(k) = u∗(x(k), k) (3.5)

Here, u∗ is the optimal control that minimizes the cost function

J =
N∑
k=0

L(x(k), u(k), w(k)), (3.6)

defined in terms of an instantaneous cost function L(x, u, w) and where N represents the final time

and k = 0, . . . , N .

The optimal control is found by minimizing Equation (3.6) through application of Bellman’s

Principle of Optimality. A recursive cost-to-go function V (x, k) is first used to find the optimal

control at final time N . Then, a backwards in time update is used to find the optimal control from

time N − 1 to N , followed by the optimal control from N − 2 to N , and so on.

V (x,N) = min
u∈U

{L(x, u, w(N))} (3.7)

V (x, k) = min
u∈U

{L(x, u, w(k)) + V (f(x, u, w(k)), k + 1)} (3.8)

for k = N − 1, . . . , 0

V (x, k) is evaluated for each x ∈ X, so that V (f(x, u, w(k)), k + 1) can be interpolated from the

prior update. The optimal control is found by a direct search of u ∈ U . Then, the optimal control

u∗ is given by

u∗(x, k) = argmin
u∈U

{L(x, u, w(k)) + V (f(x, u, w(k)), k + 1)} (3.9)

Although this method produces the global optimal control, it clearly is non-causal and not

implementable: it requires exact knowledge of w(k) from time k = 0 to k = N before the optimal

control can be found. Nonetheless, DDP provides a useful benchmark of performance for other

types of control.

Note that some works such as [96,97] use the deterministic dynamic programming results to

form a causal rule base. This method is not considered in this work.
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3.2. Stochastic Dynamic Programming

SDP uses a stochastic model of w(k) rather than rely on a priori knowledge. Although this is

sub-optimal compared to DDP, it is causal and so can be implemented as a real controller. SDP

for HEV energy management has been covered by a variety of literature, such as [34,35,98,99].

Because w(k) is based on a stochastic model rather than an exact trajectory, the control must

consider the entire range of possible w at each time step, and so becomes a function of x and w,

rather than x and k as with DDP.

u(k) = u∗(x(k), w(k)) (3.10)

The SDP control is found by minimizing expected future costs [35,36] according to

J = E

[
N∑
k=0

γkL(x(k), u(k), w(k))

]
(3.11)

where γ is a discount factor 0 < γ < 1 that allows the cost function to converge as k → ∞. In

this framework, the expected future costs are found using transition probabilities pij , where i and

j are indexes of W per Equation (3.4) and pij describes the probability that w(k + 1) = wj given

that w(k) = wi. These transition probabilities can be based off of real data or can be assumed

to follow a chosen distribution, such as a normal or uniform distribution. An example of forming

the transition probabilities with a Markov chain model and real-world data is given later in this

section.

A recursive cost-to-go function is used to solve Equation (3.11), this time of the form

V (x,w,N) = min
u∈U

{L(x, u, w)} (3.12)

V (x,w, k) = min
u∈U

{L(x, u, w) + γ ·E [V (f(x, u, w), w, k + 1)]} (3.13)

for k = N − 1, . . . , 0

where

E [V (f(x, u, w), w, k + 1)] =

Nw∑
j=1

pijV (f(x, u, wi), wj , k + 1) (3.14)

given the discrete grid of w ∈ W in Equation (3.4). V (x,w, k) is evaluated for each x ∈ X and

w ∈ W , while the optimal control is found by a direct search of u ∈ U . Note that the expected
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future costs in Equation (3.13) are “discounted” by γ over one time-step. Then because V is solved

recursively, the expected cost at time N relative to the cost-to-go at k = 0 will be discounted by

γN , the expected cost at time N − 1 will be discounted by γN−1, and so on. For 0 < γ < 1 this

ensures that J will converge.

The SDP problem can be treated as a finite horizon problem, where N is a fixed number of

updates. Alternatively it can be treated as an infinite horizon problem, where N is arbitrarily large

and the updates to the cost-to-go function are carried out until the control policy converges, in

other words

V (x,w, k) = V (x,w, k + 1) ∀ x ∈ X and w ∈W. (3.15)

Then, the optimal control u∗ is given by

u∗(x,w) = argmin
u∈U

{L(x, u, w) + γ ·E [V (f(x, u, w), w, 1)]} . (3.16)

That is, the control that optimizes the final (k = 0) update of the cost-to-go function. Although the

SDP problem is solved backwards in time like the DDP problem, the resulting control policy is both

time-invariant and causal. This is because the SDP problem does not require future knowledge of

w; instead it relies on the time-invariant stochastic model.

3.2.1. Driver and Vehicle Stochastic Model. SDP requires a stochastic model of future

inputs. For vehicle control, a two-dimensional Markov chain model can be used to represent the

driver behavior. For the model presented in Section 2.1, the exogenous variables consist of the

vehicle wheel speed ωwh and the driver’s electrical power request Pdem, given in Equation (2.7)

and (2.11) respectively. (To avoid confusion, it should be noted that wheel speed is denoted by

ωwh while the set of exogenous variables is denoted with w.) Then per Equation (3.4), Pdem and

ωwh are partitioned into grids of Np and Nω points, respectively.

Pdem ∈ {Pdem,1, . . . , Pdem,Np} (3.17)

ωwh ∈ {ωwh,1, . . . , ωwh,Nω} (3.18)

The notation wij can then be used to denote the pair of the i-th element of Pdem and the j-th

element of ωwh. Given this partitioning, the one-step transition probability pij,ℓm denotes the

probability that if at time k, Pdem = Pdem,i and ωwh = ωwh,j , then at time k + 1 Pdem = Pdem,ℓ
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and ωwh = ωwh,m.

pij,ℓm = Pr
[
w(k + 1) = wℓm

∣∣w(k) = wij
]

(3.19)

i, ℓ = 1, . . . , Np, j,m = 1, . . . Nω

pij,ℓm is found for each wij by counting the frequency of transitions for a given drive cycle. Per [35],

if Mij,ℓm is the number of times that wij transitions to wℓm during a given driving scenario, and

Mij is the number of times that wij occurs, then the transition probability pij,ℓm can be found

according to

pij,lm =
Mij,lm

Mij
(3.20)

3.3. Minimax Dynamic Programming (MDP)

MDP does not rely on a priori knowledge of w(k), but neither does it use a statistical model

to consider future values of w(k). Instead, MDP presumes that for any x(k), the future w(k + 1)

will be whatever w ∈ W that maximizes the cost function. This makes MDP-based controllers

very robust to worst-case or unexpected operating conditions, but they also tend to be overly

conservative, risking reduced performance at nominal operating conditions. An EMS similar to

MDP was proposed in [32, 36], in which the EMS was treated as a game theory problem. Like

SDP, MDP must consider the entire range of possible w. So, the optimal control is given by

u(k) = u∗(x(k), w(k)) (3.21)

The MDP control is found by minimizing the maximum possible future costs.

J = max
w∈W

{
N∑
k=0

γkL(x(k), u(k), w(k))

}
(3.22)

where γ is a discount factor 0 < γ < 1 that allows the cost function to converge as k → ∞. A

recursive cost-to-go function is used to solve Equation (3.22), this time of the form

V (x,w,N) = min
u∈U

{L(x, u, w)} (3.23)

V (x,w, k) = min
u∈U

{
L(x, u, w) + γ · max

w∈W
{V (f(x, u, w), w, k + 1)}

}
(3.24)

for k = 0, . . . , N − 1
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V (x,w, k) is evaluated for each x ∈ X and w ∈ W , while the optimal control is found by a direct

search of u ∈ U .

Like SDP, the MDP problem can be treated as either a finite horizon problem or infinite horizon

problem. In either case, the optimal control u∗ is given by

u∗(x,w) = argmin
u∈U

{
L(x, u, w) + γ · max

w∈W
{V (f(x, u, w), w, 1)}

}
, (3.25)

the control that optimizes the final update of the cost-to-go function. The resulting control policy

is both time-invariant and causal.

3.3.1. Minimax Constraints. Although MDP is presented generally in Equations (3.22)–

(3.24), in practice the maximal cost-to-go should be constrained to points reachable from the

current state. For instance, a vehicle does not need to consider high accelerations when already

at or near the maximum vehicle speed, or large amounts regenerative braking when the vehicle is

already stopped. If a bus is at rest, we can be certain that a second later it will not be traveling

at 60mph! One possibility in the context of vehicle energy management would be to look at the

motor specifications: what electrical power is the motor rated for, and what are the minimum and

maximum accelerations that the motor can provide? Then, the exogenous variables (Preq and ωwh)

can be constrained to what is feasible. The power demand at k+1 is constrained to the minimum

and maximum electrical power that the electric motor can provide.

Pdem,min ≤ Pdem(k + 1) ≤ Pdem,max (3.26)

The minimum and maximum wheel speed is variable; it depends on the current wheel speed, the

minimum and maximum possible angular acceleration at the wheel, and the time step used when

solving the DP problem.

ωwh(k) + ∆t · αmin ≤ ωwh(k + 1) ≤ ωwh(k) + ∆t · αmax (3.27)

where the minimum and maximum angular accelerations are determined from the vehicle dynamics

model and the electric motor’s minimum and maximum mechanical power.
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Alternatively, one could constrain the minimum and maximum power demand and wheel speed

based on observed behavior, such as the largest changes seen on a particular drive cycle. However,

this approach would make and MDP controller no longer be drive cycle independent.

3.4. Note on Computation Costs

In general, dynamic programming control strategies are considered too computationally ex-

pensive to run in real time on a vehicle [33]. Nonetheless, it is still important to compare the

computational complexity of these methods. The dynamic programming approach requires break-

ing the states x, control inputs u, disturbances w into sets of discrete points to be evaluated. So, the

complexity of these methods can be compared by looking at the number of individual points that

must be optimized. Nddp, Nsdp, and Nmdp indicates the number of such points for each optimization

method.

For simplicity, consider each state to be discretized into M points. Let nx and nw to be the

number of state and disturbance variables, respectively. For deterministic dynamic programming,

the trajectory of w is directly set at teach time step. So, the number of points to optimize is given

by

Nddp = N ·Mnx

For SDP, MDP, and MASDP, the expected cost-to-go is dependent on the exact state of w, so all

combinations of x ∈ X and w ∈W must be considered. Then,

Nsdp = N ·Mnx+nw

Nmdp = N ·Mnx+nw

The complexity of all DP methods increases exponentially with the number of state variables.

This applies a practical limit to DP performance: Adding new states may requiring decreasing the

number of points into which state variables are discretized (such as to avoid issues with memory

or computation time), which can in turn impact performance.

Comparatively speaking: in order to compute cost-to-go, the computation of the expected value

for SDP is more complex than the lookup of a maximum value for MDP. So, although SDP and

MDP must optimize the same number of individual points, the points for SDP take longer to

compute. Because DDP only ever has a single exogenous input (time) and can look up cost-to-go
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values directly, rather than compute expected values or search for maximum values, it generally

is less computationally complex than SDP and MDP. However because it is directly dependent on

the time-history of the inputs, the entire DDP solution must be stored in memory. MDP and SDP,

on the other hand, only need to retain the most recent solution.
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CHAPTER 4

On-Board Photovoltaics

The first work done in this dissertation is to investigate supplementing the battery with on-

board photovoltaic modules. Electric vehicles operate with large batteries for long hours, so on-

board photovoltaics are particularly well suited to this case: PV power could limit the battery’s

charge throughput but not affect dynamic aging factors like large currents. In this chapter, an

on-board photovoltaics model is created to analyze their impact on electric bus range and battery

lifespan. Photovoltaic systems that cover the bus roof and bus sides are considered. The bus model

is simulated on a suburban bus drive cycle on a bus route in Davis, CA, for a representative sample

of yearly weather conditions. Roof-mounted panels increased vehicle driving range by 4.7% on

average annually, while roof and side modules together increased driving range by 8.9%. However,

variations in weather conditions meant that this additional range was not reliably available. For

constant vehicle range, rooftop photovoltaic modules extended battery cycle life by up to 10%

while modules on both the roof and sides extended battery cycle life by up to 19%. Although

side-mounted photovoltaics increased cycle life and range, they were less weight- and cost-effective

compared to the roof-mounted panels.

4.1. Introduction

A possible method to reduce battery cost is to supplement the energy storage system with

photovoltaic (PV) modules, so that additional power can be generated while the vehicle is on

the road. Flexible PV panels allow for vehicle integration without aerodynamic losses or major

infrastructural costs [44]. Interest in solar-powered vehicles has been long standing: The first

solar-powered “car” dates back to 1955 when General Motors (Detroit, MI, USA) introduced the

Sunmobile, a 15-inch long solar-powered vehicle. Various solar-powered or PV-augmented vehicle

prototypes were introduced in the following decades [100]. Contemporary research for on-board

PV (OBPV) can generally be broken into two groups: integrated PV for consumer vehicles and

integrated PV for commercial vehicles.
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As consumer vehicles are often parked throughout the day, much of the literature regarding

consumer vehicles focuses on analyzing and maximizing collected solar energy for parked vehicles.

References [45] and [46], for instance, analyze the day-to-day energy collected from parked vehicles

to determine the driving distances for PV-augmented hybrid vehicles that minimize both fuel

consumption and wasted solar energy. In [47], the relationship between vehicle usage and the

impact of OBPV is considered with regards to well-to-wheel vehicle efficiencies and the life-cycle

cost of PV cells. Other literature more generally considers the impact of OBPV on fuel consumption

and vehicle emissions in an attempt to determine when PV modules will be efficient and inexpensive

enough for widespread on-board use [48], [49].

In contrast, commercial vehicles are generally operated constantly throughout the day so anal-

ysis of OBPV on commercial vehicles tends to focus on powering vehicle components and on the

long-term benefits of OBPV. For instance, PV modules have been integrated into health emergency

vehicles in order to power medical equipment while the engine is not running and to help guarantee

a charge when the vehicle must be started [50]. In another application, OBPV were shown to

provide enough energy to power the refrigeration unit on a delivery vehicle [51]. Meanwhile, [44]

examines the energy collected from roof-mounted PV modules on a diesel-powered bus operating

in Poland, noting that such a system “does not require extensive modification to the vehicle elec-

trical system.” Experimental results indicated that the free solar energy, used to power auxiliary

electrical loads, would quickly provide a positive return on investment. Reference [52] evaluates

the economic feasibility and environmental impact of OBPV for diesel-powered trucks an buses,

showing that OBPV could substantially reduce the carbon footprint of heavy-duty vehicles with a

payback time of only two to four years.

Still, the majority of the literature for OBPV with commercial vehicles does not consider all-

electric powertrains. A small amount of literature exists for light- and medium-duty commercial

electric vehicles: for instance, [101] and [102] each investigate OBPV for agricultural electric

vehicles while [103] looks at their impact on light utility electric vehicles.

This research chooses to investigate PV modules integrated on an electric bus. A bus is chosen

for two reasons: one, the large, flat roof and sides of a bus provide ample space on which to attach

PV modules and collect solar energy; two, the low speeds and frequent idle time of the bus allow
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the PV modules to provide a larger share of the traction load compared to, for instance, a truck

operating on the highway. This solar energy could be used to extend vehicle driving range.

Alternatively, the energy collected from OBPV could be used to reduce battery discharge instead

because buses operate on fixed routes and may not need range extension. An electric vehicle,

rather than a hybrid, is considered for this reason. The stored solar energy will reduce the depth

of discharge or charge throughput of the battery, potentially increasing the battery cycle life and

reducing the lifetime cost of the vehicle. On the other hand, power from PV modules is not

controllable in the same way as power from an engine or ultracapacitor, so it cannot be used to

affect aging factors like battery temperature or large currents that may be significant in a hybrid

vehicle.

In this chapter, both the range-extension and battery cycle life effects of OBPV on electric

buses are investigated through a numerical experiment. In Section 4.2, the models of the various

components of the electric bus powertrain and PV system are introduced. In Section 4.3, a case

study of electric buses with and without OBPV is presented. In Section 4.4, the results from the

case study are discussed. Section 4.5 offers conclusions on this research.

4.2. Solar Radiation and Photovoltaics Model

This work is interested in how PV mounted on-board an electric bus affect that bus’s stored

energy consumption and the vehicle battery’s lifespan. In this section, the modeling methods and

assumptions are described for the solar radiation and photovoltaics model.

Accurate assessment of the impact of OBPV requires simulating a representative sample of the

weather patterns that a real bus would experience. Additionally, simulation of side-mounted panels

requires accurate modeling of different types of radiation in order to model the energy from a panel

on the side of the bus facing away from the sun.

PV modules collect three types of radiation: Direct radiation, diffuse radiation, and reflected

radiation. Direct radiation travels in a straight line from the sun to the PV module, while diffuse ra-

diation has been scattered by atmospheric particles and approaches from many different directions.

On a clear, sunny day, direct radiation makes up the vast majority of the radiation experienced

by a PV panel. On the other hand, on a heavily clouded day, the total radiation experienced by

a PV panel is entirely diffuse [104]. Reflected radiation is radiation that strikes the PV module
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after having been reflected off some other surface, such as an asphalt road. The three types of solar

radiation are illustrated in Figure 4.1. Reflected radiation is not considered in this work.

Figure 4.1. Types of solar radiation.

Although models exist to obtain an estimate of direct radiation on a clear day based on temporal

variables and spatial coordinates [105], these models cannot predict the diffuse radiation, due to

its dependency on, and the uncertainty of, local weather conditions. Instead, one can use typical

meteorological year (TMY) data collected by the National Renewable Energy Lab (NREL) for

locations throughout the United States [106]. As its name suggests, TMY data is made of 365

days of weather data selected to cover a range of typical weather phenomena while still matching a

region’s monthly and annual average meteorological data. TMY data sets include measurements of

the direct normal irradiance (DNI) and the diffuse horizontal irradiance (DHI). DNI is the radiation

experienced by a surface held perpendicular to the incoming radiation, while DHI is the radiation

that reaches horizontal surface on an indirect path from the sun. The DNI and DHI time-histories

from TMY data are used in the experiment for a PV-augmented bus.

In the following subsections, modifications to the vehicle model presented in Chapter 2 are given

first, sizing of the OBPV modules is discussed next, followed by modeling of direct radiation on a

moving surface and diffuse radiation on a non-horizontal surface. Finally, the model for conversion

of solar power to electrical power is presented.

4.2.1. Vehicle Model. Figure 4.2 shows the power flow of the PV-integrated system. The

power supplied to the electric machine is provided by the power from the PV panels, Ppv, and the
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battery pack, Pbatt. Equation 2.14 is modified to include the contribution of PV power.

Pbatt = Pdem − Ppv (4.1)

The busbar operates on direct current (DC). DC–DC conversion of the PV power to the voltage

of the DC bus is assumed to be lossless. Figure 4.2 depicts the connection of Rooftop PV modules

only; PV modules attached to the side of the bus are assumed to each have their own DC–DC

converter and are connected to the DC bus in a similar manner to the rooftop modules.

Battery

Solar

Module

DC

DC

DC

AC

Motor

Vehicle

Load

Auxiliary

Load

DC Bus

Figure 4.2. Diagram of battery, photovoltaic (PV) panel, and motor connections.

4.2.2. Module Sizing. Two PV system configurations are considered in this work: one where

modules are mounted only on the roof of the vehicle, and another where modules are mounted on

the sides and back of the bus as well. The sizing of the modules on the roof and each of the sides

is described below.

The size of the PV modules are estimated from the bus geometry and are used to estimate the

rating of the roof and side PV systems [107]. The bus is approximated as a box that is 12.9m

long, 2.6m wide, and 3.4m tall, with dimensions estimated from manufacturer specifications for an

electric transit bus [108]. In order to maximize the impact of OBPV, all possible surfaces should

be exploited. It is estimated that the roof-mounted panels, used by both configurations, can cover

60% of the bus roof area Atop. The right and left side modules each cover the same area of their

respective sides, and are estimated to cover 40% of the side area Aside, while 75% of the area of the

back of the bus Aback is covered in PV panels. These areas are denoted Apv,top, Apv,right, Apv,left,

and Apv,back, respectively.

Apv,top = 60% ·Atop (4.2)

Apv,right = 40% ·Aside (4.3)

45



Apv,left = 40% ·Aside (4.4)

Apv,back = 75% ·Aback (4.5)

Each of these areas is then multiplied by the surface power density, SPD, under standard reporting

conditions (SRC), which are an operating temperature of TSRC = 25◦C and radiation of GSRC =

1000W/m2 [109]. The SRC are the laboratory test conditions under which commercial and research

PV modules are rated. This produces the rated power, Prated, of the module under SRC as described

in Equation (4.6). To avoid writing redundant equations, the bus surfaces are indexed by a subscript

i, with i = top, right, left, back referring to each surface of the bus. Then,

Prated,i = Apv,i · SPD. (4.6)

The surface power density is based on manufacturer data [110] for monocrystalline silicone PV

cells, which are chosen for their high performance and low aerodynamic profile [44]. Based on

these calculations, a bus roof can fit a PV system rated for 3,300W, the right and left sides can

each fit a system rated for 2,900W, and the back a system rated for 1,100W.

Similarly, the mass of each PV module is determined from the module area and the area density

AD of a PV module, again based on manufacturer data [110].

Mpv,i = Apv,i ·AD (4.7)

The PV mass is then used in Equation (2.4) to determine the total vehicle mass.

The parameters of the PV model are provided in Table 4.1.

Table 4.1. PV model parameters.

Parameter Variable Value

Vehicle Roof Area Atop 33.2 m2

Vehicle Side Area Aside 44.1 m2

Vehicle Back Area Aback 8.81 m2

Surface Power Density SPD 165 W/m2

Area Density AD 1.89 kg/m2

Peak Power Temperature Coefficient Kmpp -0.43%/◦C
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4.2.3. Direct Radiation Model. The direct radiation, sometimes called the beam radiation,

represents the radiation that travels on a direct path from the sun to the PV panel. When the

direct radiation strikes a PV panel tilted away from the direct radiation’s path, only the component

of the direct radiation that is perpendicular to the panel is converted into electrical energy. For

direct normal irradiance with magnitude DNI and an angle of incidence θI , the panel experiences

beam radiation Gb according to

Gb = DNI cos θI . (4.8)

Alternatively, the direct radiation could be defined as a vector I pointing towards the PV module in

a 3D coordinate system. Then, a unit surface normal vector N could be defined for the PV module.

This work uses a convention for the normal vector such that a horizontal panel has a normal vector

pointing directly up and a panel that is perpendicular to the direct radiation has a normal vector

pointing towards the sun. Then, the incident beam radiation Gb could be obtained by taking the

negative dot product of I and N, with the caveat that if the panel is facing away from the direct

radiation, the radiation is zero rather than negative.

Gb = max(0, ⟨−I,N⟩) (4.9)

Direct radiation is illustrated in Figure 4.3.

I
I

N

Figure 4.3. Direct radiation.

The PV modules under consideration in this work are pitching and turning as the bus pitches

and turns, changing the angle of incidence on each surface of the bus at each time-step. In order

to obtain the incident beam radiation on moving surfaces, the following method is proposed: The

direct radiation is first placed into a global coordinate system and then transformed into a local

coordinate system oriented with the moving bus. Meanwhile, surface normal vectors are defined in
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the local coordinate system for each PV module on the bus. Then, the incident beam radiation on

each surface is obtained using Equation (4.9). This process allows the incident beam radiation on

each surface of the vehicle to be obtained at each time-step of the simulation.

The global coordinate system assigns the east/west direction to the x-axis, the north/south

direction to the y-axis, and the vertical direction to the z-axis. The azimuth angle θA is the angle

of the sun along the horizon, where an angle of zero indicates north. The zenith angle θZ is the

angle of the sun off of the vertical axis. The direct radiation vector in this coordinate system is

IG, where the subscript G indicates the global frame. The global coordinate system is illustrated

in Figure 4.4.

The azimuth angle and zenith angle are obtained based on the latitude, longitude, time of day,

and time of year at each time-step of the simulation. The process for finding the azimuth and zenith

angles is given in [111]. For direct normal irradiance with magnitude DNI, obtained from TMY

data, and azimuth and zenith angles θA and θZ , the direct radiation is put into vector form in the

global coordinate system such that the direct radiation vector points towards the earth, according

to Equation 4.10.

IG = DNI ·


− sin θA · sin θZ

− cos θA · sin θZ

− cos θZ

 (4.10)

The negative signs in Equation (4.10) result from IG being defined as traveling from the sun to the

bus.

Figure 4.4. Global coordinate system.
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Next, the vehicle coordinate system is defined such that the first coordinate indicates the lateral

direction, the second coordinate indicates the longitudinal direction, the third coordinate indicates

the vertical direction. For each axis, the rightward, forward, and upward directions are positive, as

shown in Figure 4.5.

Figure 4.5. Bus coordinate system.

Then, for heading ψ and pitch angle θp, where ψ = 0 indicates north and θp = 0 indicates

a horizontal surface, IG is rotated as shown in Figure 4.6(a) and Figure 4.6(b). These rotations

are carried out using the two rotation matrices Rψ and Rθ, given in Equations (4.11) and (4.12),

to obtain the direct radiation vector in the vehicle coordinate system, IV. II denotes the direct

radiation vector in the intermediate coordinate system between the global and vehicle coordinate

systems.

II =


cosψ − sinψ 0

sinψ cosψ 0

0 0 1


︸ ︷︷ ︸

Rψ

IG (4.11)

IV =


1 0 0

0 cos θp − sin θp

0 sin θp cos θp


︸ ︷︷ ︸

Rθ

II (4.12)

IV = RθRψIG (4.13)
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Figure 4.6. (a) Heading rotation. (b) Pitch rotation.

The unit normal vectors for the PV module surfaces are then defined in the vehicle coordinate

system for each surface of the bus. The unit normal vector for the top surface is a unit vector

pointing straight up, the unit normal vector for the right-side surface is a unit vector pointing

directly to the right, and so on. These unit normal vectors are given by Equations (4.14)–(4.17).

Ntop =
[
0 0 1

]T
(4.14)

Nright =
[
1 0 0

]T
(4.15)

Nleft =
[
−1 0 0

]T
(4.16)

Nback =
[
0 −1 0

]T
(4.17)

Although this model only uses surfaces with normal vectors along the coordinate system axes, this

method could be used for surfaces facing any arbitrary direction.

Then, per Equation (4.9), the incident beam radiation on each surface is given by

Gb,i = max(0, ⟨−IV,Ni⟩). (4.18)

However, some amount of the direct radiation on the vehicle is expected to be blocked by things

such as buildings or overhead trees. An additional efficiency factor ηshade is introduced to represent
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losses from shading of the PV modules.

Gb,i = ηshade ·max(0, ⟨−IV,Ni⟩). (4.19)

Based on experimental results in [44], it is estimated that ηshade = 75%. In other words, 25% of all

direct radiation is considered lost to shading. Although estimating ηshade as constant will reduce

the model accuracy on small time scales, it is sufficient for measuring the total radiation over longer

time scales, such as an hour or a day.

4.2.4. Diffuse Radiation Model. TMY data provide diffuse radiation as diffuse radiation on

a horizontal surface. However, this work considers PV modules mounted on the sides and back of a

bus, which are decidedly not horizontal. Additionally, the pitch motion of the bus is considered, so

the roof- and back-mounted PV panels experience further tilt. A way to convert diffuse horizontal

radiation into diffuse radiation on a tilted surface is needed.

Reference [112] compares the accuracy of several diffuse radiation models. Among them is the

isotropic sky diffuse model, which models diffuse radiation as uniformly distributed across the sky.

Under this modeling assumption, the diffuse radiation on a tilted surface is given by

Gd =
1

2
DHI(1 + cos θt), (4.20)

where DHI denotes the magnitude of the diffuse horizontal irradiance and θt denotes the tilt

angle. This is the simplest of sky diffuse models and the foundation upon which other models are

built. More complex models include effects such as horizon and circumsolar brightening but often

use empirical lookup tables that add to the model’s computational load and rely on additional

parameters such as the angle of incidence and zenith angle. The simplicity of the isotropic model

makes it much more suitable for a vehicle simulation.

This model is applied to each surface. By using the isotropic model, only pitch angle is needed

to determine the diffuse radiation on each module. Knowledge of the bus heading or the sun’s

position in the sky is not necessary. The top panel is tilted only with respect to the pitch angle.

The side panels each remain vertical for the entire experiment, as it is assumed that the roll angle

is constant and equal to zero. The back panel is tilted by 90◦ to start, and is subject to additional
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tilt based on the pitch angle. This shown in Figure 4.7 and described in Equations (4.21)–(4.24).

Gd,top =
1

2
DHI(1 + cos θp) (4.21)

Gd,right =
1

2
DHI(1 + cos 90◦) =

1

2
DHI (4.22)

Gd,left =
1

2
DHI(1 + cos 90◦) =

1

2
DHI (4.23)

Gd,back =
1

2
DHI(1 + cos(90◦ + θp)) =

1

2
DHI(1− sin θp) (4.24)

Figure 4.7. Tilt angle of rooftop and back PV modules.

4.2.5. Efficiency Modeling. Once the incident beam and diffuse radiations on each surface

have been found, the total radiation on each surface is obtained by adding them together.

Gt,i = Gb,i +Gd,i (4.25)

With the total radiation on each surface known, a model must be formed to relate the solar radiation

to the electrical power extracted from each module.

The fundamental behavior of a PV cell can be modeled as a circuit with a current source, an ideal

diode, and series and shunt resistances, as shown in Figure 4.8 [113]. However as will be discussed,

an equivalent circuit model is more complex than necessary for this work; further details on the

single diode model are widely available in the literature, such as Reference [113,114,115,116],

and are not presented here.

Solving for the terminal voltage VT and current Iload using the method described in [116]

produces an I–V curve with a shape typified by Figure 4.9. For any given operating condition,

PV modules have an ideal operating point, known as the maximum power point (MPP). The

power, voltage, and current at the MPP can vary considerably with temperature and radiation.

However, extensive literature exists showing how the MPP can be tracked in order to maximize PV
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performance under variable conditions. Reference [117], for instance, reviews 19 distinct methods

of MPP tracking that have been studied in academic literature.

Figure 4.8. PV module equivalent circuit
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Figure 4.9. Typical PV module I–V curve.

In order to ensure as much solar energy as possible is utilized, it is assumed that the MPP is

tracked on each PV module. Although this is a strong assumption given the difficulties in tracking

the MPP for a system that may be partially shaded [118], the shading efficiency in Equation (4.19)

is expected to encompass any losses from failing to track the MPP. The DC-DC converters described

in Section 4.2.1 and shown for the rooftop module in Figure 4.2 are used to track the MPP of the

top and side modules. By assuming the MPP is tracked accurately, it is only necessary to model

the behavior of the peak power value rather than the behavior of the PV module as a whole. In

this work, the temperature and radiation dependencies of the maximum power are considered.

It can be assumed that the peak power value varies linearly with temperature according to a

peak power temperature coefficient, Kmpp [109]. Kmpp represents the fractional change in perfor-

mance of the module as the actual cell operating temperature T deviates from the SRC temperature.
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In this work, cell operating temperature is described by the thermal model presented in [109]. This

thermal model estimates the operating temperature T from the current total radiation Gt and air

temperature Tair as well as the nominal operating cell temperature NOCT under a nominal thermal

environment: radiation of 800 W/m2 and ambient air temperature of 20◦C.

Ti = Tair +
Gt,i

800W/m2 · (NOCT − 20◦C) (4.26)

It should be noted that while SRC represents standard lab conditions, the nominal thermal en-

vironment in [109] represents the conditions that the PV module is typically subjected to once

installed outside. The ambient air temperature is acquired from TMY data. Kmpp is taken to be

−0.43%/◦C and NOCT is taken to be 48◦C , based on literature regarding mono-crystalline silicon

PV cells [119], [120]. Manufacturer datasheets may provide this information as well.

The peak power value is modeled as varying linearly with radiation exposure. This is a

first-order accurate model, per [109], and is seen by the authors as a suitable trade-off between

complexity and accuracy. As discussed previously, the PV system is rated at test conditions of

GSRC = 1000W/m2. So, the electrical power produced at TSRC is given by the rated PV power

times the ratio of the current total radiation and the SRC radiation.

The temperature effects described previously are then incorporated to form Equation (4.27),

which describes the electrical power Ppv produced by a PV system subject to variations in temper-

ature and radiation exposure.

Ppv,i = Prated,i ·
Gt,i
GSRC

· (1 +Kmpp(Ti − TSRC)) (4.27)

where Prated,i is from Equation (4.6) and TSRC = 25◦ as given in Subsection 4.2.2.

The shading factor in Equation (4.19) is expected to account for some potential losses like the

MPP tracker finding a local (rather than global) optimal operating point. Additional sources of

module inefficiency, such as soiling or degradation of the modules, are not considered in this study

but will be the subject of future work.

4.3. Case Study

In this section, a case study is laid out to assess the impact of PV on the electrical energy

consumption of the bus and the aging of the bus battery. The following subsections describe the
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vehicle models, different bus configurations, the simulated geographic location, drive cycle, bus

route, and time of operation examined in the case study. Because of the cost to implement and

test the proposed system and the time needed to run the battery to the end of its life, simulation

is used to assess the performance of OBPV on an electric bus.

4.3.1. Dynamic Model. This case study uses the vehicle model Section 2.1 using the pa-

rameters given in Tables 4.2. For this work, the vehicle mass Mv is determined from a base weight

Mbus, the battery pack weight Mbatt, and the weight of any PV panels Mpv.

Mv =Mbus +Mpv +Mbatt (4.28)

Battery weight is determined from the number of cells and the weight per cell. Weight per cell

includes the weight of the battery management system, estimated from [121]:

Mbatt = NpNsMcell (4.29)

PV weight was previously defined in Equation (4.7).

Table 4.2. Vehicle model parameters.

Parameter Variable Value

Bus Mass Mbus 15,500 kg

Frontal Area Af 8.02 m2

Aerodynamic Drag Coefficient CD 0.55

Rolling Resistance Coefficient CR 0.008

Wheel Inertia Jw 20.52 kg-m2

Motor Inertia Jm 0.277 kg-m2

Wheel Radius Rw 0.48 m

Final Drive Ratio Nfd 5.5:1

Gearbox Ratio Ngb 5:1

Transmission Efficiency ηtrans 96%

The battery model uses the reduced-order equivalent circuit presented in Section 2.2 with

parameters for the equivalent circuit from [122]. The battery characteristics are given in Table 4.3.
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Table 4.3. Battery model parameters.

Parameter Variable Value

Open-Circuit Voltage per Cell Vcell 2.0V to 3.4V

Rated Energy Capacity per Cell Ecell 8Wh

Rated Charge Capacity per Cell Qcell 2.5Ah

Battery Cell Equivalent Resistance Rcell 6 mΩ

Battery Cell in Series Ns 110 sets

Series Sets in Parallel Np 385 cells

Battery Weight per Cell Mcell 94 g

4.3.2. Battery Health Model. This research makes use of the cycle-counting aging model

presented in Section 2.3.1, simplified by eliminating aging factors that are not expected to be

significant in the experiment. It is assumed that the battery temperature is well-regulated by a

battery management system, so the temperature effects of aging are not included in the aging

model. Additionally, it will be shown in Section 4.4.3 that the average charge and discharge rates

on the simulated bus are low, and the charge or discharge rates between bus configurations with

and without solar power are mostly the same. The impact of large currents on aging are therefore

assumed to be negligible as well. On the other hand, enough solar power is collected over the course

a day of operation to impact the depth of discharge, so depth of discharge must be considered.

Overall, an aging model that only considers depth of discharge is sufficient for this analysis.

This work uses the cycle life data [123] for the same battery used in the battery equivalent

circuit model. The functional relationship between cycle life CL and depth of discharge DOD is

logarithmic in nature [82] and is found by fitting a curve to the manufacturer data. The curve fit

proposed in [82] and given in Equation (4.30) is found to provide the best fit to available data.

CL = β0 ·DOD−β1 · exp (β2(1−DOD)) (4.30)

Using a least-squares regression, it is found that β0 = 2731.7, β1 = 0.679 and β2 = 1.614 best fits

the provided cycle life data. The curve fit results are shown in Figure 4.10.
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Figure 4.10. Depth of discharge versus cycle life of the lithium-ion battery.

4.3.3. Bus Configurations. As discussed in the Section 4.2, two different configurations of

OBPV were simulated. One configuration, hereby referred to as the “Rooftop PV” configuration,

has PV modules mounted to the roof of the bus only. The other configuration, hereby referred to

as the “Full-Body PV” configuration, has PV modules mounted to both the roof, sides, and back

of the bus. These configurations are listed in Table 4.4.

Simulation with these two configurations would reveal how integrated PV power can improve

battery life and extend vehicle range. However, it is also true that battery cycle life and vehicle

range could be extended by simply using a larger battery: with a larger battery, each individual

cell experiences less throughput and the battery overall is not discharged as deeply. In order to

assess how the benefits of integrated PV hold up against the benefits of increased battery capacity,

two additional bus configurations are proposed.

The first additional configuration has no PV modules, but the battery pack has been enlarged

to have a total energy capacity of 341.9kWh by adding an additional set of battery cells in series

(Np = 385, Ns = 111). This corresponds to adding batteries equal in weight to the weight of the

rooftop PV module. This configuration is hereby referred to as the “Equal Weight” configuration.

The second additional configuration has no PV modules, but the battery pack has been enlarged

to have a total energy capacity of 356.6kWh by adding 6 battery cells to each parallel set and by

adding 4 additional battery sets in series (Np = 391, Ns = 114). This corresponds to adding
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batteries whose cost is approximately equal in to the cost of roof PV module. The cost of lithium-

ion batteries and PV modules are estimated from industrial average prices [124], [125]. This

configuration is hereby referred to as the “Equal Cost” configuration.

Simulation of these additional configurations allow the benefits of PV to be compared fairly to

batteries. A nominal bus with no PV and with the original battery pack is simulated as well.

Table 4.4. Bus Configurations.

Configuration PV Modules Battery Size

Nominal None 338.8 kWh

Rooftop PV Top Only 338.8 kWh

Full-Body PV Top, Sides, and Back 338.8 kWh

Equal Weight None 341.9 kWh

Equal Cost None 356.6 kWh

4.3.4. Simulation Location. The impact of OBPV on an electric bus depend on the local

weather conditions and the geographic location of the bus’s route. Clearer locations, locations closer

to the equator, and locations with a higher elevation are exposed to more solar radiation, resulting

in a greater impact on the vehicle’s energy consumption. Additionally, the performance PV panels

mounted on the side or back of the bus depend on the chosen route. For instance, side-mounted

panels operating on a bus near the equator will collect more energy if the route is primarily in the

north/south direction, perpendicular to the direction of travel of the sun and therefore exposed to

more solar radiation.

This work considers a PV-augmented bus in Davis, California. Davis experiences hot, clear

summers and cool, rainy winters. It is at roughly sea level and, at 38◦33′14′′N 121◦44′17′′W, is

slightly south of the average latitude of the contiguous United States. The annual solar insolation

on an optimally tilted plane in Davis is approximately 2,100 kWh/m2 [126]. The TMY data for

Sacramento International Airport (approximately 18km away from Davis) is used to estimate a full

365 days of weather [127].

4.3.5. Drive Cycle. The electric bus was simulated on the Orange County Transit Authority

(OCTA) drive cycle [128]. This drive cycle was designed by West Virginia University from exper-

imental data from the OCTA and represents a standard suburban bus velocity profile, but does
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not correspond to any specific route. The velocity profile is shown in Figure 4.11. This cycle was

repeated several times until the desired route length was reached.
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Figure 4.11. OCTA suburban bus drive cycle.

4.3.6. Route. The electric bus is set to follow the UC Davis Unitrans O-Route bus route,

at a pace set by the OCTA drive cycle. Depicted in Figure 4.12, the route spends roughly equal

time heading north, south, east, and west. The elevation was assumed to be constant; a reasonable

assumption given that land grade in Davis is typically less than 1% and the difference between its

highest and lowest points is approximately 10m [129]. This assumption means that there are no

gravitational effects in the vehicle dynamics and that the angle of incidence for direct radiation

on the rooftop panels does not vary with position along the route. However, the route choice still

impacts the collection of PV energy from direct solar radiation on the side- and back-mounted

panels.

In this case, the route functions essentially to ensure an realistic distribution of north, south,

east, and west bus headings over the course of a day. It will be shown that direct radiation on

the side panels makes up only about one quarter of the total PV energy on the Full-Body PV

bus configuration; so, although the drive cycle does not correspond directly to the drive cycle, this

discrepancy is expected to have minimal bearing on how the side PV panels are evaluated. With

that said, applications on OBPV to hilly or even mountainous locations would need a drive cycle

that matches the vehicle route to capture the effect of pitch angle changes and turns on both vehicle

dynamics and PV collection [130].
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Figure 4.12. Davis Unitrans O-Route.

The degree of impact of OBPV was expected to vary with the usage patterns of the bus:

different daily driving distances have different depths of discharge, resulting in different aging of

the battery. In order to fully evaluate the impact of OBPV, each configuration of the bus was

simulated for daily driving distances ranging from 120km to 200km. On the OCTA drive cycle,

this corresponds to daily driving durations of 6 hours to 10 hours. The longest daily route length,

200km, corresponds to the furthest the nominal bus can drive using a battery with 20% capacity

fade.

4.3.7. Simulation Timespan. The simulated bus begins its route each day at 7:00 am. Re-

peated simulations were carried out to find the battery cycle life for each configuration operating

and daily driving distance. In the case of the Rooftop PV and Full-Body PV configurations, the

daily weather conditions from TMY data was use chronologically. The repeated simulations were

also used to measure the electrical energy collected by the PV modules on each day of the typical

meteorological year.

4.4. Results and Analysis

The results of the case study are organized as follows: First, the range extension provided by

the electric bus is estimated. Next, the results are used to measure the amount of electrical energy

that was collected per year from an OBPV system, compared to the annual consumption of electric
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energy by the bus. Third, the results are used to determine the impact of OBPV on battery aging,

as compared to other methods of increasing battery life.

4.4.1. Range Extension. During the experiment, the nominal bus configuration used 129.6

kWh/100km on average. The Rooftop PV configuration also used 129.8 kWh/100km while the

Full-Body PV configuration used 130.2 kWh/100km, the Equal Weight configuration used 129.8

kWh/100km, and the Equal Cost configuration used 130.8 kWh/100km. However, the Rooftop

PV and Full-Body PV configurations met the bus power request using both battery stored energy

and power from the PV modules. The battery stored energy consumed per 100km was 123.8

kWh/100km on average for the Rooftop PV configuration and 118.9 kWh/100km on average for

the Full-Body PV configuration, although these values varied with the amount of usable sunlight.

Figure 4.13 shows the consumption of battery stored energy per 100km for each configuration as it

varied by month.
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Figure 4.13. Simulated bus energy usage per configuration and time of year

Using these data, the range extension provided by either PV configuration compared to the

nominal bus was estimated. Results are presented as additional range per 100km driven by the

nominal bus. On an average day, rooftop PV could extend driving range on by 4.7km per 100km

driven, while PV modules on the roof and sides could extend driving range by 8.9km per 100km

driven. However, the amount of solar energy collected daily varied considerably with time of year

and weather conditions — the rooftop PV could provide as little as 1.5kWh or as much as 19.2kWh
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of electrical energy, while a bus with both roof and side modules could get as little as 3.0kWh or as

much as 33.4kWh. In the worst case (an overcast winter day), rooftop PV could extended range by

only 0.3km per 100km driven, while PV modules on the roof and sides could extend range by 0.6km

per 100km driven. On the other hand, in best-case conditions (a clear summer day) range could

be extended by 7.6km per 100km driven for rooftop PV and by 13.4km per 100km driven for roof

and side PV. A histogram of the range extension provided by OBPV is shown in Figure 4.14. The

implementation of OBPV had clear potential to extend vehicle driving range, as on the majority of

days the bus range can be extended by several kilometers. However, the minimal energy collected

in the worst-case weather conditions and the number of days were OBPV provides only a negligible

increase in range indicate that OBPV was not a robust means to extend range every day of the

year. The inclusion of side-mounted PV panels helps mitigate this somewhat, but still has some

days with negligible range extension.
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Figure 4.14. Histogram of range extension provided by OBPV.

4.4.2. PV Energy. The intensities of solar radiation reaching the bus roof and bus sides were

compared in terms of daily irradiance and monthly insolation. Figure 4.15(a) shows the simulated

radiation that reaches the bus on a fairly typical day. The side PV modules experienced more

variation than the roof PV modules due to the changing bus orientation and also experienced

a decrease in radiation during midday, when the sun was close to directly overhead. The side

modules experienced less radiation in general because they could not always be exposed to direct
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radiation. However, near sunrise and sunset when the sun was low in the sky, sunlight reached

the side modules at a more direct angle, such that the side modules experienced more radiation

than the roof module. Figure 4.15(b) shows the total solar insolation that reached the panels each

month. In Figure 4.15(b) the total radiation on the side modules is found by taking a weighted

average of the total radiation on the right, left, and back modules:

Gt,sides =
Gt,rightApv,right +Gt,leftApv,left +Gt,backApv,back

Apv,right +Apv,left +Apv,back
. (4.31)

The insolation is found by integrating the radiation with respect to time. Because the bus traveled

north, south, east, and west roughly equally, the insolations on the right, left, and back PV modules

were approximately equal to each other regardless of time of year.
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Figure 4.15. Intensities of solar radiation reaching the bus (a) on a typical clear
day; (b) over the course of each month.

The sun is lower in the sky in winter months compared to summer months, so solar radiation

approached the side modules at a more direct angle. Also, greater cloud cover in the winter months

meant that the diffuse radiation made up a larger portion of the total radiation. This resulted

in less discrepancy between the rooftop PV modules and side PV modules during winter months

compared to summer months. The total yearly solar insolation was 1,480 kWh/m2 on the roof

module and 640 kWh/m2 on the side modules. Over the course of a year, approximately 38.3%

of the collected PV power on the rooftop panels comes from indirect radiation, and the rest from
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direct radiation. Side panels are more reliant on indirect radiation, with approximately 45.5% of

coming from indirect radiation.

Assuming the PV modules could continue to collect energy and charge the battery while the

bus was not in operation (such as parked at a depot), the roof-mounted panels collected a total

of 4,560 kWh of electrical energy over one year, while the side-mounted panels collected a total of

4,321 kWh of energy. Figure 4.16 shows the electrical energy from PV modules by month. The

electrical energy is found by integrating Equation (4.27), where the solar radiation and ambient

temperature for each day of the year are obtained from the NREL’s TMY data [127]. Because the

side modules covered a larger area than the rooftop modules, they produced a comparable amount

of electrical energy to the rooftop modules despite their lower annual insolation.
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Figure 4.16. Monthly electric energy collected from (a) roof and side PV modules;
(b) right, left, and back PV modules.

Using the fuel economy results presented earlier, one can estimate the portion of the annual

electrical energy consumption of the bus that the PV modules can provide for various daily route

lengths. For instance, if a bus is driven 150km each day, rooftop PV modules could provide up

to 6.4% of the electrical energy, while modules on the roof and sides could together provide up to

12.5%. The relation between this percentage and the average daily driving distance is illustrated

in Figure 4.17.
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Figure 4.17. PV contribution towards total annual energy consumption.

An interesting finding was that although the side-mounted PV panels provided less power in

summer months, they provided as much or more power than the rooftop PV modules during the

winter months. This was because in winter months, the earth is tilted away from the sun, resulting

in the radiation having a more direct path to the side modules than in summer months. Although

the side PV modules were less efficient on a per-area basis, they reduced the variability in daily

energy collected between summer and winter months.

The payback time can be computed for the top and side PV modules using the commercial

off-peak cost of energy in Davis, $0.23 per kWh [131]. Using the industrial average price per watt

of solar panels, it is estimated that the rooftop module would cost $6,247, while the side modules

would cost $13,139 [125]. Then, the rooftop panels are expected have a payback time of 6 years,

while the side panels are expected to have a payback time of 13 years and 3 months. These payback

times are longer than the amount estimated in [44] and [52] due to the lower price of electric energy

compared to diesel fuel. For payback times of this length, it is questionable whether a manufacturer

would want to go ahead with PV integration. However, these payback times do not account for

any incentives that local government might offer for solar installation, nor do they account for the

value added from extending the battery cycle life, which will be discussed in 4.4.3.

4.4.3. Battery Aging. Repeated simulations were carried out for each configuration to find

the battery cycle life associated with each configuration and route duration. In this section, one

65



“cycle” refers to one day of driving. The nominal, Equal Weight, and Equal Cost configurations

did not have any weather-dependent parameters, so the only variation from one simulation to the

next was the maximum battery capacity. On the other hand, the Rooftop PV and Full-Body PV

configurations had weather conditions that changed daily in addition to the changing maximum

battery capacity. These experiments were carried out using chronological TMY data.

Before proceeding to the battery aging results, some of the aging modeling assumptions are

verified. The battery aging model assumed that the charge and discharge rates, as well as the

difference in charge and discharge rates between configurations, would be small enough that the

aging model would only need to consider the depth-of-discharge per cycle. It was observed from

the results that the average absolute C-rate for the nominal bus was 0.169C, while it was 0.166C

for the Rooftop PV configuration and 0.165C for the Full-Body configuration. These rates are

low and near the 0.5C C-rate of the test data in [123]. Additionally, the maximum discharging

C-rates were 0.777C, 0.768C, and 0.764C, respectively, while the maximum charging C-rates were

0.968C, 0.977C, and 0.992C. Because the C-rates were low and near the C-rate of the empirical

cycle life data, and because the differences in C-rate between the configurations were minimal, the

assumption that charge and discharge rates could be neglected from the aging model was considered

valid.

Figure 4.18 shows the aging of the five different configurations for a 160km daily bus route. The

battery for the nominal configuration aged the fastest, reaching its end-of-life after approximately

6,000 charge-and-discharge cycles—or rather, approximately 6,000 days of driving. The Full-Body

PV configuration aged the slowest, followed by Rooftop PV and then the two extra-battery config-

uration. For each configuration, as the maximum storage capacity of the battery decreased with

each day of driving, it was discharged to greater depths which in turn caused each cycle to do more

damage.
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Figure 4.18. Battery capacity fade on the 160km bus route.

Figure 4.19(a) shows the cycle life for each configuration as it varies with route length, while

Figure 4.19(b) shows the increase in cycle life of each configuration over the nominal configuration at

each route length. Although the marginal cycle life for each configuration increased with decreasing

route length, the percentage increase in cycle life was greater for longer routes. The Full-Body PV

configuration increased the battery cycle life the most, followed by the Rooftop PV, then the Equal

Cost, and finally the Equal Weight configuration.
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Figure 4.19. (a) Battery cycle life; (b) increase in battery cycle per configuration.
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Table 4.5. Marginal Mass and Cost of Bus Configurations.

Configuration Marginal Mass Marginal Cost
Rooftop PV 37.6 kg $6,247
Full-Body PV 116.6 kg $19,386
Equal Weight 36.2 kg $1,220
Equal Cost 209.3 kg $6,227

Increased cycle life on its own is not necessarily a good metric for each configuration’s perfor-

mance. Each configuration would have different drawbacks, such as added mass, size, or installation

cost. The additional benefits of each configuration should therefore be compared to the additional

penalty incurred by implementing that configuration.

This work first considers the marginal mass of each configuration. If the added PV modules or

battery cells add too much weight, it might require the manufacturer to redesign other components

of the bus or reduce the allowable number of passengers. The marginal mass of each configuration

is summarized in Table 4.5.

Additionally, each configuration was looked at in terms of the effort required to implement

that configuration. “Effort to implement” might include cost to install each configuration, ongoing

maintenance costs, or additional hardware, such as a larger battery management system. This

work considers the estimated marginal cost of the configuration, in terms of the industrial average

price per watt of PV panels and price per kilowatt-hour of lithium-ion batteries, to be a reasonable

proxy variable for “effort to implement”. The price per kilowatt-hour for lithium-ion batteries is

provided by [124], while the price per watt of PV systems is from [125]. The marginal cost of each

configuration is summarized in Table 4.5.

Figure 4.20(a) shows the marginal increase in cycle life per marginal increase in mass for each

configuration and route length. Although the Full-Body PV configuration yielded the most addi-

tional cycles, the Rooftop PV configuration was a more effective use of mass. In general, adding

PV modules to the bus was a more effective use of weight than increasing battery size.

Figure 4.20(b) shows the marginal increase in cycle life per marginal increase in cost for each

configuration and route length. Due to the low amount of radiation that the side modules experi-

enced, the Full-Body PV configuration was the most inefficient use of funds. Although the Equal

Weight configuration added the fewest cycles, its marginal increase in cycle life was achieved at very
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little expense. Both added-battery configurations outperformed the Full-Body PV configuration,

but the Rooftop PV configuration was clearly the most cost-effective.
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Figure 4.20. Marginal cycle life (a) per marginal mass; (b) per marginal cost.

These relationships are visualized with the radar charts shown in Figure 4.21(a)–(d). It should

be noted that these plots use the inverse of marginal cost and marginal mass so that a large value

corresponds to a desirable trait: large “per cost” indicates an inexpensive option, while large “per

mass” indicates a low-weight option. The axes of these plots are scaled so that the largest marginal

cycle life, inverse marginal cost, and inverse marginal mass across the four cases are all the same

distance from the origin. Although the Rooftop PV and Equal Cost configurations had the same

initial cost, the Rooftop PV configuration provided moderately longer cycle life and was a much

more effective use of weight. The Full-Body PV provided the largest extension to battery life,

but was neither as cost or weight effective as PV modules on the bus roof only. The Equal Weight

configuration was both low-cost and low-weight, but provided little in the way of additional battery

lifespan. Overall, the Rooftop PV configuration offered the best balance of extending battery cycle

life while keeping weight and cost low.
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Figure 4.21. Radar plots of the performance metrics for (a) Rooftop PV, (b)
Full-Body PV, (c) Equal Weight, and (d) Equal Cost.

Alternatively, one could define a non-dimensional cost or reward function to compare the four

configurations with a single metric. For example, Equation (4.32) is a reward function that increases

with larger cycle life improvements and decreases with larger costs at rates defined by the weighting

parameters B∆CL, B∆M , and B∆Cost, where ∆CL is the average marginal cycle life, ∆M is the

marginal mass, and ∆Cost is the marginal cost.

R(∆CL,∆M,∆Cost) = B∆CL∆CL−B∆M∆M −B∆Cost∆Cost (4.32)

One could select B∆CL = 2, B∆M = 4.59, and B∆Cost = 0.0495, which normalizes the three

variables so that among the four configurations, the reward due to the maximum mean marginal

cycle life is equal to the combined penalty of the maximum marginal mass and maximum marginal

cost. The resulting reward/penalty of each configuration for this function and weighting are shown
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in Figure 4.22. Once again, the Rooftop PV configuration strikes the best balance between added

cycle life and added cost and weight. The higher weight lower marginal cycle life of the larger-

battery configurations result in a net penalty rather than reward, indicating that OBPV is a better

choice to extend battery lifespan. Of course, these results are heavily dependent on the choice of

reward function.
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Figure 4.22. Evaluation of each configuration using a reward function.

A final metric for assessing the value of each configuration is the return on investment from

increased in cycle life. The nominal configuration was estimated to cost $118,580. Then, the cost

per cycle of the nominal configuration can be estimated by dividing the estimated cost by the

nominal configuration cycle life CLnom.

Cost per Cycle =
$118, 580

CLnom
(4.33)

The value of the cycles added by each configuration can then be found by multiplying the nominal

cost per cycle by the marginal cycle life ∆CL of a given configuration.

Cycle Life Value =
$118, 580

CLnom
×∆CL (4.34)

The net profit or loss is found by subtracting the marginal cost ∆Cost of a given configuration.

Net Profit/Loss =
$118, 580

CLnom
×∆CL−∆Cost (4.35)
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Return on investment (ROI) is then found by normalizing by the marginal cost of that same

configuration and expressing the result as a percent.

ROI = 100%×
(
$118, 580

CLnom
×∆CL−∆Cost

)
× 1

∆Cost
(4.36)

Here, ROI = 0% indicates the break-even point, while ROI = 100% indicates that the value of the

added cycle life is twice the estimated cost of the configuration.

The ROI for each configuration and daily driving distance are shown in Figure 4.23. For all

configurations, the ROI is greater with longer daily driving distances—or rather, for routes where

the battery is discharged to a greater depth. The Rooftop PV configuration is seen to provide a

positive ROI for all route lengths, while the Full-Body PV configuration is a net loss until the daily

driving distance reaches 160km. The added-battery configurations are beneficial, but not to the

extent of the Rooftop PV configuration.
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Figure 4.23. Return on investment of OBPV and increased battery size.

4.5. Conclusion

This work proposed modifying an electric bus to have OBPV power generation. PV modules

mounted on both the vehicle roof and vehicle sides were considered. A modeling framework of

an electric bus was developed so that the impact of the OBPV could be assessed for different

locations, bus routes, and bus componentry. In particular, a method was developed to model the
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solar irradiance on a moving surface. Daily operation of an electric bus on a suburban bus route

in Davis, CA was simulated as a case study.

The results of the numerical experiment showed that on average, the collected power could

extend range by approximately 4.7km per 100km driven with rooftop panels and 8.9km per 100km

driven with rooftop and side panels. However, high variance in the daily power collected meant

that OBPV were not a robust means of range extension.

The PV modules could supply up to 8,881 kWh of energy annually when mounted on both

roof and side of the bus, or up to 4,560 kWh of energy annually when mounted on the roof only.

Although the side modules occupied approximately twice the area of the rooftop module, over

the course of a year they produced 5% less energy than the roof modules, indicating that side-

mounted modules were not as effective but could still prove beneficial after all rooftop area has

been exploited. The payback time for the roof-mounted panels was estimated to be 6 years, while

the payback time of the side-mounted panels was estimated to be 13 years and 3 months. However,

this payback time did not consider the value added by increasing battery cycle life.

The results were also used to assess the impact of OBPV on battery lifespan. For constant

vehicle range, rooftop PV modules could extend battery cycle life by up to 10%, while PV modules

on both the roof and sides could extend it by up to 19%. Rooftop PV modules were shown to be both

a more weight-effective and cost-effective means of increasing battery cycle life than expanding the

size of the battery. Adding PV modules to both the roof and sides of the bus extended battery life

the most and was more weight-effective than increasing battery size, but was the least cost-effective

method. The additional lifespan added by the rooftop PV was a positive return on investment,

while the return on investment for a system with modules on both the roof and sides was negative

unless the battery was discharged deeply each day.
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CHAPTER 5

Aging-Aware Control for Electric Vehicles with Hybrid Energy

Storage

In the previous chapter, we identified that EVs with very larger batteries did not have large

currents as a significant aging factor, and so we used on-board photovoltaics to reduce battery

discharge depth as a way to reduce aging. Now, we begin looking at cases with smaller batteries

where large currents are a factor in battery aging. To start, this chapter investigates the control

of a lithium-ion battery and ultracapacitor hybrid energy storage system (HESS) for an electric

vehicle. It begins by discussing the purpose of hybrid energy storage and current research into

HESS control. A new approach to HESS control is proposed: incorporating ultracapacitor aging

into the energy management strategy. Then, a case study compares this new approach to existing

methods. The chapter concludes by analyzing the case study results in terms of battery lifespan

improvements and the overall cost/benefit of the HESS and by discussing the improvements related

to active control of ultracapacitor aging compared existing methods, as well as general discussion

of the efficacy of different types of HESS control.

5.1. Introduction

Electric vehicles that frequently stop and start—such as transit buses—may experience accel-

erated battery degradation due to large spikes in current related to braking and accelerating. One

possible solution to this is to use a Hybrid Energy Storage System (HESS)—a combination of

lithium ion energy storage with an ultracapacitor (UC) sized to handle large charge and discharge

currents—in place of standard battery energy storage. In general, lithium ion batteries have a high

energy density but low power density: they can storage a lot of charge, but cannot access it quickly

without degrading. Specifically, large currents to and from the battery cause its capacity to fade

and internal resistance to grow. High temperatures and deep discharges also contribute to battery

aging. On the contrary, ultracapacitors have a low energy density and high power density [6]. A

HESS, then, lets on obtain the efficient storage of lithium batteries while allowing an ultracapacitor
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to handle the large currents [6,33]. Aging of UCs does not depend on current magnitude or dis-

charge depth, rather on time, temperature, and cell voltage [53,54,55], so there is not necessarily a

direct tradeoff between battery aging and UC aging in a HESS (although large currents do increase

temperature, so there can be an indirect link). However, UCs operate more efficiently at higher

cell voltages [63], so there can be a tradeoff between UC efficiency and UC aging.

Current research on HESS’s considers HEV, EV, and fuel cell vehicle applications. The bulk of

literature, for instance [63,68,132,133,134,135], is concerned with optimal sizing of the HESS

so as to maximum the cost-effectiveness of such a system. However, battery aging is often not

considered directly in this optimization; instead, battery aging factors like high temperatures and

currents are minimized, rather than battery aging directly, and the improvements to overall aging

are only assumed [135]. Some related work that does directly address aging is described here. In

reference [58], for instance, an optimal control policy is developed to control UC behavior. This

policy demonstrated clear aging improvements over a uncontrolled system using passive energy

management. Reference [59] used multi-objective optimization while directly incorporating an

aging model and using a rule-based control system to govern energy management for a study on

HESS sizing in EVs. Reference [60] likewise carries out a parametric study on battery degradation

versus UC size in EVs, using a control system based on fuzzy logic. Reference [61] considered

a HESS that used lead-acid batteries rather than lithium ion, and developed an HEV energy

management strategy that tuned for battery life extension. Notably, they found that for the HESS

to be cost-effective, a 50% increase in battery cycle life was required. Reference [62] compared

the aging benefits to an optimally-sized HESS to the theoretical maximum benefits—battery aging

reductions with an infinitely large HESS. These benefits were experimentally verified, with the

developed approach decreasing battery power fade and temperature rise in lithium-ion batteries on

a vehicle load profile. Most notably, references [65,66,67] demonstrate an optimal control strategy

to directly minimize battery aging in a HESS for a plug-in HEV. [63] can be considered the state-

of-the-art, applying deterministic DP to jointly optimize for battery aging and energy losses in an

electric bus.

However, the literature is lacking on the impact of ultracapacitor aging in the HESS and how

this in turn affects the economic benefit of the HESS—for instance, [63] assumes a 1% degradation

rate per year of the UC, rather than directly modeling and assessing the UC aging. Given that
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UC aging and UC efficiency may be inversely correlated, this research proposes a new energy

management strategy to jointly control battery aging, ultracapacitor aging, and energy losses. The

benefit to this method is twofold: The primary benefit of including UC aging costs is to ensure

that the HESS operates in a way that will not excessively degrade the ultracapacitor. A less

apparent benefit, however, is that including the UC aging dynamics gives the controller a refined

understanding of the electrical losses in the UC due to growth of the internal resistances. In the

next sections of this chapter, this new strategy is developed and compared to existing methods in

terms of both lifespan increase to the battery and the economic cost/benefit analysis of a HESS.

5.2. Ultracapacitor Aging Modeling

Reference [53] provides a model for ultracapacitor aging that is based on Eyring’s Law, a

chemical rate equation, which gives an ultracapacitor lifespan Tlife based on the operating volt-

age and internal temperature where aging increases exponentially as the voltage and temperature

increase. This experimental fitting is in line with other recent literature on ultracapacitor ag-

ing [136,137,138]. As [53] develops their model with dynamic simulation in mind, it is the most

appropriate model for control applications. First, the lifespan of the ultracapacitor is given by

Tlife = T reflife × exp

(
ln(2)

θrefc − θc
θ0

)
×
(
exp

(
ln(2)

V ref − V

V0

)
+K

)
(5.1)

where θc is the UC temperature, V is the UC voltage, and the remaining variables (T reflife, θ
ref
c , θ0,

V ref , V0, and K) are experimentally fitted parameters. Then, the aging rate at an instance in time

is based on the inverse of the lifespan at the given operating conditions.

dSoA

dt
(V, θc) =

1

Tlife(V, θc)
(5.2)

In this model, SoA is the state of aging that characterizes both capacitance fade and resistance

growth, where SoA = 0 indicates start-of-life and SoA = 1 indicates end-of-life.

Reference [53] then finds that the instantaneous capacitance C and internal resistance R are

given by

C = C0 × (0.95− 0.15 · SoA) (5.3)

R = R0 × (1− 0.3 · SoA)−1 (5.4)
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where C0 and R0 are the initial values of C and R.

Reference [53] defines the UC end-of-life condition as similar to batteries: when the capacitance

of the UC has faded by 20%. A thermal model for the UC is not included in this work; instead

the UC pack is assumed to operate at a constant internal temperature of 55◦C, estimated from the

operating conditions found in [139].

This model is ready to be used for control as-is: aging-aware controllers can penalize the aging

rate from 5.2 to reduce UC degradation. Typically, HESS controllers must include UC voltage as a

state variable to enforce minimum/maximum voltage constraints. So, a basic understanding of UC

aging can be added to the HESS EMS without any increase in the number of controller states. A

more refined implementation, however, requires including a state-of-aging state variable to handle

the capacitance fade and resistance growth over time.

5.3. Control

This research makes use of the dynamic programming framework developed in Chapter 3. In

this research, DDP is used to obtain the global-optimal control strategy for a given cost function

and represents the best-case scenario for a controller type. SDP on the other hand represents a

causal, implementable controller and offers a more realistic understanding of the capabilities of a

given cost function design.

In order to fully investigate the benefits of aging-aware control, four different types of energy

management systems are considered:

(1) Minimizing the equivalent cost of the HESS but excluding the cost of UC aging, denoted

EC for “equivalent cost”.

(2) Minimizing the equivalent cost of the HESS and accounting for the cost UC aging, denoted

ECX for “equivalent cost extended”.

(3) Minimizing a combination of power to/from the battery and deviation of the ultracapitor

state-of-charge from a setpoint, denoted PC for “power control”.

(4) Load-leveling, a simple online method used to constrain large battery currents and denoted

LL.

These methods are described below, followed by the constraints applied to the control systems.
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5.3.1. Equivalent Cost. This strategy minimizes the combined cost of battery degradation

and electrical energy losses from the battery and ultracapacitor according to the instantaneous cost

function

L(x, u, w) = Costbatt∆D + CostelecEloss (5.5)

where ∆D is the damage to the battery as a result of a given control decision, as given in Equa-

tion (2.66) and where Eloss is the energy losses from the battery and ultracapacitor, obtained

from

Eloss = Rs,packI
2
batt,pack +Ruc,packI

2
uc,pack + Puc,conv-loss (5.6)

where, per the control-oriented models developed in Sections 2.2, Rs,pack is the battery pack series

resistance, Ibatt,pack is the total current through the battery, Ruc,pack is the ultracapacitor pack

series resistance, Iuc,pack is the total current through the ultracapacitor pack, and Puc,conv−loss

are losses due to DC-DC conversion of the UC power as given in Equation (2.53). Returning to

Equation (5.5), the Costbatt and Costelec terms are the price of the battery pack in USD and the

price of electrical energy in USD/kWh, respectively.

The state variables needed for this approach are the ultracapacitor state of charge SOCc, the

battery depth of discharge for the current cycle DoD, and the accumulated battery damage Dtot.

The controlled variable is the power allotted to ultracapacitor Puc. The driver power demand Pdem

is an input to the controller. For DDP, it is a precisely known function of time, while for SDP the

future power demand is estimated from the current driver power demand and the current vehicle

wheel speed ωwh, based on a stochastic model as described in Section 3.2.

It should be noted at this point that DP provides an optimal control solution on the assump-

tion that the model used to generate the optimal control matches the system to which the resulting

controller is applied. Differences between the real system and the system modeled for control de-

velopment can cause the DP method to return poor results. In this case, our “real” system includes

ultracapacitor aging dynamics that the DP control is unaware of. If the affects of ultracapacitor

aging are significant, we can expect the DP results for this controller type to be poor.

5.3.2. Equivalent Cost Extended. The newly proposed method from this research incor-

porates the cost of ultracapacitor aging into the DP instantaneous cost function.

L(x, u, w) = Costbatt∆D + CostelecEloss + CostUC∆SoA (5.7)
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where CostUC is the price of the ultracapacitor pack in USD and ∆SoA is the change in the ultra-

capacitor’s state of aging per Equation (5.2) resulting from some control decision. The remaining

terms are the same as in Equations (5.5) and (5.6).

This approach uses the same controlled variables and inputs as the EC method, and includes

the three state variable from the EC method. In theory, an additional UC state of aging state

variable could be introduced to allow the increased electrical losses due to UC resistance growth

to be incorporated into the optimization process, improving accuracy of the controller. This work

does not simulate over the entire lifespan of the UC however and as will be shown in Section 5.5,

when UC aging is controlled the aging rate is small enough to not require inclusion in the optimal

control.

5.3.3. Power Control. The third and final strategy does not directly penalize aging but

rather penalizes large power going to or from the battery

L(x, u, w) = (SOCc − SOCc,tgt)
2 +QPP

2
Batt (5.8)

where QP is a tuned weighting parameter and Pbatt is the power going to or from the battery per

Equation (2.13). In this way, we are limiting battery and UC damage using only simple knowledge

of how the energy storage components age: large currents degrade the battery and high operating

voltages degrade the UC. Thus, we can distinguish the benefits of direct aging control in the EC

and ECX strategies from the benefits of DP control generally. Additionally, the SOCc deviation

penalty helps maintain the UC’s readiness to handle large currents. If the UC is near it’s maximum

charge, it may be unable to accept a large charging power demand, or conversely if it is near its

minimum, it will be unable to provide a large discharging power demand.

This strategy does not incorporate any aging models, so only the SOCc variable is required as

a state variable. SOCc,tgt is set to the midpoint of the minimum and maximum SOCc values, 75%.

The DoD and Dtot state variables needed in the EC and ECX controllers can be ignored. The

inputs and controlled variables are the same as for the EC and ECX controllers, however.

5.3.4. Load-Leveling. The final strategy considered is a simple method called “Load-Leveling”.

In this method, the battery is assigned a maximum allowable current for charging and discharging,

Ib,max, which corresponds to minimum and maximum battery powers Pb,min and Pb,max. Pb,min
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provide the limit on power going into the battery while charging (negative values of Pbatt) and

Pb,max provides the limit on discharging. Any power demand from the driver that exceeds the

allowable amount is handled by the ultracapacitor.

Puc =


Pdem − Pb,max, Pdem > Pb,max

Pdem − Pb,min, Pdem < Pb,min

Preset, otherwise

(5.9)

where Preset is a small amount of power to or from the battery used to return the ultracapacitor

SOC to a target value of SOCc,tgt = 75%.

Preset =


13kW, SOCc > SOCc,tgt

−13kW, SOCc < SOCc,tgt

0 otherwise

(5.10)

The 13kW value corresponds approximately to a 0.1C battery charge or discharge rate, considered

sufficiently low to not majorly affect the battery aging. The particular value of Ib,max is varied to

tune the response of the controller.

This controller servers as a lower bound and useful benchmark for EMS performance, as it has

neither an aging model nor any form of optimal control.

5.3.5. Constraints. Finally, there are several constraints that are applied to all controllers.

First, the UC power per cell is limited to

− 62.5W ≤ Puc ≤ Puc,max (5.11)

where the minimum is based on a 25A limit per cell, in line with UC manufacturer specifications [81]

and where the maximum is based on the same 25A limit and on a power limit obtained from the

discriminant of Equation (2.46).

Puc,max = min

(
62.5W,

q2c
4RucC2

uc

)
(5.12)

Notably, this means the UC discharging power is more tightly constrained at low amounts of charge.

Next, SOCc is constrained to

50% ≤ SOCc ≤ 100% (5.13)
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where the lower bound of 50% ensures that the UC operates in a high-efficiency region and avoids

an overly constrained Puc,max, and is in line with the method proposed in [63].

5.4. Case Study

A case study is proposed to test and compare the energy management strategies presented

in Section 5.3. This case study uses the vehicle, battery, and ultracapacitor models developed

in Chapter 2 using the parameters given in Tables 5.1–5.3. The simulation uses the 4th-order

UC and 2nd-order battery models while the control uses the simple 1st-order UC and quasi-static

battery models. Both simulation and control use the cycle-counting method, considering discharge

depth, charging current magnitude, and discharging current magnitude as aging factors, while

constant temperature is assumed. Each strategy developed in Section 5.3 simulated on four hours

of driving on the Manhattan Bus Cycle (MBC) drive cycle [140] for three HESS different designs:

a small ultracapacitor unit Npc = 10, a middle-sized ultracapacitor unit Npc = 40, and a large

ultracapacitor unit Npc = 100.

Table 5.1. Vehicle model physical parameters.

Parameter Variable Value

Vehicle Mass Mv 18,181 kg

Frontal Area Af 8.02 m2

Drag Coefficient CD 0.55

Roll Resistance Coefficient CR 0.008

Wheel Inertia Jw 20.52 kg-m2

Motor Inertia Jm 0.277 kg-m2

Wheel Radius Rw 0.48 m

Final Drive Ratio Nfd 5.1:1

Gearbox Ratio Ngb 5:1

Transmission Efficiency ηtrans 96%
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Table 5.2. Battery model parameters.

Parameter Variable Value

Battery Cells in Series Nser 100 cells

Battery Series Sets in Parallel Npar 160 sets

Total Charge Capacity Qbatt,pack 368Ah

Nominal Open Circuit Voltage Vocv,pack 330v

Nominal Equivalent Resistance Rs,pack 5.5 mΩ

Table 5.3. Ultracapacitor model parameters.

Parameter Variable Value

UC Modules in Series Nsc 100 modules

UC Series Sets in Parallel Npc 10, 40, or 100

Resistance Ruc,pack 44.3mΩ×Nsc/Npc

Capacitance Cuc,pack 105.9F ×Npc/Nsc

The EC and ECX methods are simulated for both DDP (to find the global optimum) and SDP

(to find an obtainable optimum). The PC and LL benchmark cases are simulated for an array of

controller tunings. The load leveling controller has the Ib,max parameter varied from 2C to 0.8C.

The PC controlled type uses the SDP method with the QP parameter varied from 10−14 to 10−11.

This range of weights is determined by looking at orders of magnitude of the element of the PC

cost function: the (SOCc − SOCc,tgt)
2 term has an order of magnitude of at most 10−2, while the

P 2
batt term can have an order of magnitude of up to 1010. Thus, tuning of QP begins at QP = 10−12

and is varied to larger and smaller values from that point. Additionally, a single baseline case

that does not use the ultracapacitor is simulated. In this case, the EV battery is subjected to

the large discharging currents from accelerating after a stop and the large charging currents ue to

regenerative braking without the buffer provided by the UC.

Simulations begin with both the battery and ultracapacitor at the beginning of their life. Each

driving period starts with the battery charged to SOCb = 98%. After each full discharge cycle,

the aging of the battery and ultracapacitor are measured, and the capacity, capacitances, and

resistances of the HESS are updated. For the purpose of measuring aging, the battery is assumed
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to recharge at a rate of 0.5C. Simulations are then repeated until the battery reaches the end of

its life, at which point the cycle life, ultracapacitor state-of-aging, and average energy consumption

are measured from the simulation and recorded.

The battery aging is measured as with total distance that must be driven to reach battery

end-of-life. For ease of interpretation, this distance-based lifespan is converted to an approximate

time-based lifespan, years to battery end-of-life, using an estimate of the average number of miles

driven per year, Davg-year = 34, 000 [141]. Energy consumption is likewise measured in kWh per

km, but for ease of interpretation is converted to MPGe. This is for two reasons: First, it lets all

measurements under consideration—lifespan, energy consumption, UC aging, and economic benefit

per mile (to be defined shortly)—follow the same pattern of larger values being better and lower

values being worse, which makes it easier to interpret and compare results. Second, MPGe is

considered a more common unit of vehicle energy consumption in the US. Ultracapacitor aging is

measured at the battery’s end of life and normalized to aging per year.

Finally, the cost-benefit of the HESS is determined. First, the value of the HESS is determined

based on industrial average price per kWh of $300/kWH for lithium ion batteries and $15000/kWh

ultracapacitors from [142] and from the battery and ultracapacitor size given earlier in this section.

This gives a battery value of V albatt = $36,432 and ultracapacitor values for theNpc = 10, Npc = 40,

and Npc = 100 cases of V aluc,10 = $1,302, V aluc,40 = $5,208, and V aluc,100 = $13,021, respectively.

Additionally, an average electrical energy price of V alnrg = $0.1065/kWh for the U.S. is obtained

from [143].

Costs and benefits are normalized by mile driven for a fair comparison between configurations.

Then, the battery cost per mile (BCPM) is determined from the miles driven over the life of the

battery, denoted “battery lifetime miles driven” (BLMD).

BCPM =
V albatt
BLMD

(5.14)

The ultracapacitor cost per mile (UCCPM) is similarly determined, this time including a term for

the ultracapacitor state of aging at the battery end-of-life (BEOL), SoABEOL.

UCCPM = SoABEOL × V aluc
BLMD

(5.15)
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In this way, the ultracapacitor’s cost is distributed across it’s lifespan, rather than as a lump cost

at the start of the vehicle’s life. Finally, the energy costs per mile (ECPM) are given as

ECPM =
V alnrg ×GGE

MPGe
(5.16)

where GGE is the gasoline gallon equivalent to convert from gallons of gasoline to kWh, GGE =

33.41kWh/gal. gasoline. Alternatively, the conversion from energy to GGE could be skipped by

using the original kWh per km measurement. Then,

ECPM = 1.609× V alnrg × (kWh per km) (5.17)

Then, the cost or benefit of the HESS can be determined by comparing to the nominal case

where no UC is present. Letting the subscript nom denote the nominal case and (k) denote any

particular simulation, the benefit per mile (BPM) is given by

BPM(k) = (BCPMnom −BCPM(k))− UCCPM(k) + (ECPMnom − ECPM(k)) (5.18)

where a positive benefit per mile indicates that value is being added to the system, while a negative

value indicates that the cost of the UC outweighs the benefit it adds.

Finally, the payback time Tpayback (in years) for the HESS can be estimated from the UC value,

average miles driver per year, and the benefit per mile.

Tpayback = V aluc ×
1

BPM(k)
× 1

Davg-year
(5.19)

Payback time assumes a positive benefit per mile. If the BPM is zero or negative, then a payback

time does not exist.

5.5. Results

The simulation results are analyzed as follows: First, the battery and capacitor states-of-charge

are plotted to verify controller behavior. Next, the equivalent cost strategies are compared for both

SDP and DDP to demonstrate the impact of ultracapacitor control. Following this, the aging-

aware controllers are compared to the two benchmark cases. Finally, the sensitivity of the HESS

cost-benefit is analyzed and discussed.
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5.5.1. Time Response. This subsection compares the time response of the DDP-EC and

DDP-ECX controllers for the Npc = 100 case. Although the other cases (smaller UC sizes and SDP

controllers) are not shown here, the same trends are observed between the EC and ECX controllers

for these cases.

First, Figure 5.1 shows the battery SOC after four hours of driving on the Manhattan Bus Cycle

for both a new battery and after 3750 charge-discharge cycles, which is near the end of the battery’s

lifespan. Only the final 15 minutes of these simulations are plotted, so that the differences between

the controller types are more distinct. Again, this confirms prior expectations about the controller

behaviors. For new batteries, we see the final SOCb to be higher for the nominal case than for

either the DDP-EC or DDP-ECX examples. This is expected due to the additional energy losses

incurred from the ultracapacitor internal resistance. After 3750 cycles, we see that the capacity

has faded such that the final SOCb on all three cases has decreased. We also see that the nominal

vehicle simulation’s battery has aged the most; its final SOCb after 3750 cycles has dropped by

18.8% versus at the battery’s start-of-life. This is compared to a 14.5% drop with the DDP-EC

controller and a 14.8% drop with the DDP-ECX controller. Additionally, these SOC plots let us

observe the mechanism by which the controllers reduce battery aging: the SOCb trajectory for the

nominal vehicle battery is filled with “microcycles”—rapid changes of the battery current direction

between charging and discharging [144]—which are tamped out by the DDP-EC and DDP-ECX

controllers.
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Figure 5.1. SOCb trajectory at (a) battery start-of-life and (b) after 3750 cycles,
near battery end-of-life.
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Next, the ultracapacitor state of charge is shown for a representative window of time in Fig-

ure 5.2. This plot shows both SOCc for both DDP-EC and DDP-ECX controllers at the battery’s

beginning of life and after it has aged after 3750 cycles. From Section 5.2, we know that high

operating voltage (and therefore high SOCc) degrades the UC. This figure, then, clearly shows

the benefit of UC aging control. The DDP-EC method is seen to consistently operate at a higher

voltage than the DDP-ECX method, degrading the UC and affecting the long-term performance

of the HESS. Overall, the DDP-EC controller was found to operate and an average SOCc of 71.6%

over the lifespan of the battery, compared to an average of 60.5% for the DDP-ECX controller.
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Figure 5.2. Comparison of DDP-EC and DDP-ECX capacitor SOC trajectories
at battery BOL and approximate EOL.

Finally, the ultracapacitor usages for DDP-EC and DDP-ECX are plotted in Figure 5.3 along-

side the driver’s power demand over for the driving period between the simulation start and the

first vehicle stop. These results confirm previous observations: Compared to DDP-EC, the DDP-

ECX places more emphasis on discharing the UC and less on charging it, resulting in the lower

operating SOCc seen in Figure 5.2. This segment is representative of comparative ultracapacitor

usage throughout the simulation.
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Figure 5.3. Comparison of ultacapacitor power usage on the MBC through the
first stop.

5.5.2. Equivalent Cost Controllers. Next, the fuel economy, battery lifespan, and economic

benefit of the DDP results for each case are compared. The DDP results are plotted in Figure 5.4(a)–

(c) and summarized in Table 5.4. First, we see in Figure 5.4(a) that the EC method offers a greater

increase in battery lifespan than the ECX method across all ultracapacitor sizes. Across the three

UC sizings, the EC battery lifespan is on average 22% higher than ECX relative to the nominal

lifespan.
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Figure 5.4. Energy consumption and (a) battery aging, (b) ultracapacitor aging,
and (c) cost/benefit for the EC and ECX strategies using DDP.

However, Figure 5.4(b) shows that this improved battery lifespan comes at the cost of excessive

ultracapacitor aging—the EC controllers are seen to age the UC at 2 to 6 times the rate of the

ECX controllers. In the Npc = 10 case, the UC ages at nearly the same rate as the battery and

would require replacement every 3.2 years. The ECX strategies, on the other hand, maintain a

slow aging rate of on average 4.3% per year across all UC sizings.

Figure 5.4(c) shows the net result of this trade-off: even though the EC strategy increased

lifespan more than the ECX strategy, the extreme UC aging results in worse overall economics.

In the best case (Npc = 100), the EC controller produces a positive return on investment, but

the ECX outperforms it by 56%. In the other cases, the HESS is a net financial loss compared
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to a battery-only system. On the other hand, accounting for UC aging in the control strategy

reduces the aging rate to a more reasonable level. At approximately 4.3%/year, the UC would only

need to be replaced roughly every 23 years. In terms of UC sizing, the larger UC packs allow for

greater increases in battery lifespan and a greater overall benefit per mile, however increased UC

cost means that the payback time increases with larger UCs as well.

Table 5.4. Comparison of Equivalent Cost Controllers with DDP.

UC Size
Type

Lifespan
MPGe

UC Aging BPM Payback Time

(Npc) (Years) (%/Year) ($/mi) (Years)

N/A Nominal 2.99 10.01 – – –

10
EC 3.08 9.87 30.95 -0.0069 N/A

ECX 3.07 9.93 4.41 0.0048 8.5

40
EC 3.33 9.66 17.73 -0.0043 N/A

ECX 3.24 9.77 4.25 0.0128 12.7

100
EC 3.63 9.64 8.13 0.0174 23.3

ECX 3.54 9.67 4.12 0.0272 14.9

Next, the SDP results are reviewed and compared both to each other and to the DDP results.

The SDP results are plotted in Figure 5.5(a)–(c) and summarized in Table 5.5. In terms of battery

lifespan, all cases perform roughly as expected: The EC controllers increase battery life to a greater

degree than the ECX controllers. The SDP controllers improve battery lifespan, but not as much

as DDP.

Interestingly, the SDP-EC method does not age the UC as much as the DDP-EC method.

Because the SDP approach views the future driver behavior as uncertain, it has the UC spend less

time near its maximum voltage limit so that it is able to accept a large charging current if necessary.

Indirectly, this results in lower UC aging compared to the DDP-EC approach, even though the

aging was not accounted for in this control strategy. Despite this, the ECX still outperforms the

EC approach in terms of UC aging and overall cost-benefit.
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Figure 5.5. Energy consumption and (a) battery aging, (b) ultracapacitor aging,
and (c) cost/benefit for the EC and ECX strategies using SDP.
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Table 5.5. Comparison of Equivalent Cost Controllers with SDP.

UC Size
Type

Lifespan
MPGe

UC Aging CPM Payback Time

(Npc) (Years) (%/Year) ($/mi) (Years)

N/A Nominal 2.99 10.01 – – –

10
EC 3.09 9.90 26.29 -0.0022 N/A

ECX 3.06 9.95 4.26 0.0046 8.8

40
EC 3.29 9.75 9.26 0.0089 18.2

ECX 3.23 9.81 4.16 0.0125 13.0

100
EC 3.61 9.66 6.43 0.0232 17.5

ECX 3.48 9.73 4.08 0.0243 16.7

5.5.3. Effect of Aging-Aware and Optimal Control. Next, all four causal strategies

(SDP-EC, SDP-ECX, SDP-PC, and Load Leveling) are compared in terms of both battery lifespan

increase and overall cost-benefit. The Npc = 10 case is shown in Figure 5.6, the Npc = 40 case is

shown in Figure 5.7, and the Npc = 100 case is shown in Figure 5.8.

Again, it can be seen that a larger HESS allows for greater improvements to battery lifespan.

This is expected—the Npc = 10 case only reduce current to or from the battery by approximately

0.5C, while the largest power demand from the driver corresponds to about 2.5C. On the other

hand, the Npc = 100 case can handle much larger power demands and can do much more to limit

large battery current. However, these additional improvements come with a monetary cost, and

the payback time increases as the UC size increases.

It is found across all three HESS sizing cases that the aging-aware controllers do the most to

improve battery lifespan. Although the SDP-PC does improve lifespan in all 3 sizings and does

exceed the performance of load-leveling (the non-SDP strategy), it does not improve lifespan as

well as the SDP strategies that include direct aging control and economically it is a net loss as the

value of the added battery lifespan does not overcome the cost of the UC and additional energy

consumption. With that said, the simple methods of limiting UC aging—applying a quadratic cost

to SOCc deviations for SDP-PC, or having a small amount of power return the UC to a target

charge when not in use for Load Leveling—is shown to be sufficient to limit battery aging. For all

three UC sizings, the UC aging for the SDP-PC and LL methods are on par with the UC aging of
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the SDP-ECX method. However, maintaining UC lifespan is not useful without extending battery

lifespan, and these two methods do not “understand” the battery aging mechanics sufficiently to

make them worthwhile strategies. The performance of SDP-ECX strategy relative to SDP-PC and

LL clearly indicates the power of aging-aware energy management.
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Figure 5.6. Comparison of energy consumption with (a) battery aging and (b)
cost-benefit for the four causal control methods, Npc = 10.
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Figure 5.7. Comparison of energy consumption with (a) battery aging and (b)
cost-benefit for the four causal control methods, Npc = 40.
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Figure 5.8. Comparison of energy consumption with (a) battery aging and (b)
cost-benefit for the four causal control methods, Npc = 100.

Table 5.6. Comparison of Equivalent Cost Controllers with SDP.

UC Size
Type

Lifespan
MPGe

UC Aging CPM Payback Time

(Npc) (Years) (%/Year) ($/mi) (Years)

N/A Nominal 2.99 10.01 – – –

10
EC 3.09 9.90 26.29 -0.0022 N/A

ECX 3.06 9.95 4.26 0.0046 8.8

40
EC 3.29 9.75 9.26 0.0089 18.2

ECX 3.23 9.81 4.16 0.0125 13.0

100
EC 3.61 9.66 6.43 0.0232 17.5

ECX 3.48 9.73 4.08 0.0243 16.7

5.5.4. Cost-Benefit Analysis. So far, it has been observed at that the ECX method offers

clear value over the other methods: For any HESS sizing, the ECX method offers the highest benefit

per mile. In the Npc = 10 case, it was shown to be the only method that offered a positive return

on investment. In the Npc = 40 and Npc = 100 case, while the EC and PC methods did offer a

positive return, the ECX clearly outperformed them.

The estimated payback time was also computed for each method, and it was observed that the

payback time increased as the ultracapacitor size increased: For the SDP-ECX controller, the small
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HESS (Npc = 10) had a payback time of 8.8 years, the mid-sized HESS (Npc = 40) had a payback

time of 13.0 years, and the large HESS (Npc = 100) had a payback time of 16.7 years.

In order to observe the full trend of the payback period for different ultracapacitor sizes, ad-

ditional simulations are run for Npc equal to 2, 5, and all increments of 10 between 10 and 100

for the SDP-ECX strategy. The optimal EMS is recomputed for each new sizing and the vehicle

is simulated again for the new EMS and new UC size. The payback time and battery lifespan are

then plotted in Figure 5.9. This confirms that although increasing the HESS does improve the

battery lifespan, the cost of the extra UC modules exceeds the savings of that extra lifespan.
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Figure 5.9. Estimated payback time for optimal SDP-EC controller with varying
HESS size.

Finally, it must be noted that payback times in the period of 8 to 16 years may be outside

the range of what a manufacturer or transit authority considers reasonable. However, it must

also be noted the sensitivity of the benefit per mile and the payback time period to assumptions

about component pricing, energy pricing, and aging mechanisms. For instance: This research

assumes that energy is priced at the US average across all sectors, V alnrg = $0.1065/kWh [143].

If instead energy was priced at the transportation sector average for the state of Illinois (such as

for a Chicago Transit Authority bus), the energy price of V alnrg = $0.0632/kWh, also from [143],
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would reduce the payback time by approximately 16%. On the other hand, the California price

V alnrg = $0.1280/kWh would increase the payback time by 11%.

Alternatively, we can consider that battery and UC components use the pricing of Reference

[145] rather than [142] while maintaining V alnrg = $0.1065/kWh; the increased battery and

ultracapacitor prices from [145] result in a payback time of 7.0 years for the Npc = 10 UC and

13.0 years for the Npc = 100 UC—higher component prices mean that there is more value derived

from extending the component lifespan. On the other hand, the component prices of [146] would

indicate that the HESS is not beneficial under any circumstance.

Alternatively, the Power Law aging model in Section 2.3.2 models lithium ion phosphate bat-

teries as aging at up to 3× the rate of the Cycle Counting model used in this research. (This

observation will be discussed more in Chapter 6). If the battery ages even 1.5× the modeled rate,

then we would see a payback period of 5.2 and 9.8 years for Npc = 10 and Npc = 100, respectively.

Finally, although battery end-of-life can be considered a hard limit for battery use based on

range constraints, the ultracapacitor on the other hand can continue to be used beyond 80% capaci-

tance fade. This would not be unreasonable, considering how Figure 5.9 shows that the effectiveness

of the proposed control method is maintained as the number of cells (and over UC pack capaci-

tance) is decreased. So if, for instance, the UCs were used until 70% capacitance fade, then we

would see a payback period of 8.0 and 13.6 years for Npc = 10 and Npc = 100, respectively.

All this is to say: an engineer must take caution that a HESS is economically appropriate for a

given application; there may be circumstances where a HESS is highly beneficial, and others where

it may be impractical. With that said, this research has demonstrated that for any HESS sizing and

for any given MPGe, the SDP-EC method offers a larger increase to battery lifespan and a higher

benefit per mile than the other considered methods. The important takeaway of this analysis is

how proper control of the HESS is critical for both maximizing battery lifespan and HESS value,

and that joint control of battery aging, UC aging, and energy losses is the most effective method

to manage the HESS.

5.6. Conclusions

This research develops an ultracapacitor aging models for use in control. UC aging is incorpo-

rated into a vehicle energy management strategy, such that battery aging, UC aging, and energy
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losses are jointly minimized. Three benchmark strategies are also developed: joint optimization of

battery aging and energy losses but not UC aging, a simple SDP controller that limits large battery

current but does not control aging, and a load leveling controller. As a case study, these controllers

are applied to a simulated electric bus to determine the battery lifespan and energy consumption

of the each strategy. An array of different HESS sizes and controller tunings are simulated in

order to determine the trade-off between battery aging and energy consumption for each strategy.

Additionally, the cost-benefit of the HESS is analyzed to determine the relative economic benefit

of the proposed control strategies.

Simulation results showed that the newly proposed SDP-ECXmethod, which controls a weighted

combination of battery aging, ultracapacitor aging, and energy losses, offers the best improvement

to the aging-energy consumption trade-off across all considered HESS sizes. At the largest UC

size, this strategy offered a 16.4% increase to battery lifespan and required only a 2.8% decrease

in MPGe. The SDP-EC method, which controls battery aging and energy losses but not ultraca-

pacitor aging, was highly effective at increasing battery lifespan but achieved these results at the

expense of significant ultracapacitor aging, resulting in a worse overall cost-benefit.

Future work for this research includes optimization of component sizing, given the proposed

new methods of energy management. Other energy management strategies should be considered

and compared to the methods here, such as DDP formed into a rule base, model predictive control,

or on-line applications Equivalent Consumption Minimization Strategy. Additionally, the next two

chapters build on this work, with Chapter 6 investigating the robustness of the proposed control

strategies to uncertainty in the battery aging model, and Chapter 7 extending this work to HEV

applications.

96



CHAPTER 6

Analysis of the Robustness of Battery Aging Models for Control

In the previous chapter, a cycle-counting based aging model was used to implement aging-aware

energy management. However, this study and the existing literature generally take for granted the

accuracy of the controller’s aging model, despite a wide variety of aging models available. This

chapter investigates the robustness of different battery aging models: First, dynamic programming

is used to produce optimal aging-aware energy management strategies. Then, these strategies

are simulated on a vehicle for cases where the battery aging model matches the aging model

used in the controller and cases where it substantially differs. Simulation results show that an

energy management system designed with the “incorrect” aging model have considerably worse

performance than those designed with the “correct” model. However, aging control using the

cycle-counting model or the severity-factor approach to the power-law model can be easily re-tuned

using a simple measurement of aging rate; aging control designed using the full power-law dynamics

would require a full refitting of the battery aging model.

6.1. Introduction

A challenge to developing aging-aware energy management is the wide array of aging models

present in the literature. Research of battery aging in EVs and HEVs instead tends to utilize

empirical models [5,15,16,17,18,19,20]. For instance, references [15,16,21,22] develop aging

models that relate charge throughput to degradation, with temperature and current magnitude

as additional stress factors. References [23,24] include depth of discharge as an additional stress

factor, while [24] also distinguishes the impact of charging versus discharging currents on battery

degradation. The aging models for hybrid vehicle applications in [19, 20] consider number of

charge/discharge cycles and calendar life and use temperature, depth of discharge, and average

state of charge as aging stress factors. Other models in the literature such as [11, 28, 43, 147]

use simple cycle counting to measure the state-of-health. [148] provides a comprehensive review

of the variety of degradation models that have been developed. This array of literature includes
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research purely on developing aging models, such as in the case of [11, 19, 21, 22, 23, 24, 43],

and direct applications of the developed models to EV and HEV systems, including vehicle-to-

grid studies [15,16,20], diagnostic tools for EVs and HEVs [18,28], and evaluating the effect of

on-board photovoltaics [28,147,149].

All this is to say: there are a plethora of aging models and applications of aging models in the

literature. However, existing literature on aging control in energy management has not considered

uncertainty in aging dynamics—batteries are assumed to aging following the same model used to

design or size the aging-aware energy management system, and it may not always be practical

or feasible for an engineer to carry out the amount of testing needed to fit their batteries’ aging

behavior to a a given aging model. If battery aging behavior is significantly different from the

model used in control development or used to size the HESS, are the results still valid?

This research demonstrates the robustness of battery aging control to substantial model vari-

ations. Given that battery aging is a slow process and aging tests are destructive to the battery

and therefore are expensive, the simulations proposed in this chapter are an ideal way to explore

the robustness of battery degradation control methods. The contribution of this research is the

analysis of how well aging-aware control holds up when subjected to an uncertain battery aging

model, and proposed adjustments to aging control methods when and the discussion of why the

strategies experience this degree of robustness to uncertainty.

This chapter begins with a brief overview of the vehicle modeling method is in this research

and a more detailed overview of the two used methods of battery aging modeling, one based on

cycle-counting [24] and one based on charge throughput [21]. In the next section, the method

for designing energy management systems for aging control are using dynamic programming are

described. Deterministic Dynamic Programming (DDP) is used for finding a global optimal result,

while Stochastic Dynamic Programming (SDP) is used for causal, implementable controllers. The

vehicle model and energy management strategies are then applied to a case study of an electric bus

with a HESS and simulated for the lifespan of the battery for both aging models. Finally, these

simulation results are analyzed and compared. A simple SDP control that does not use an aging

model is used as a baseline for comparison, as well as a case where an ultracapacitor is not used

at all. Conclusions are drawn regarding how well the controllers perform when the designed aging

model does not match the simulated aging model.
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6.2. Modeling and Control

Once again, because of the cost to implement and test the proposed system and the time needed

to run the battery to the end of its life, simulation is used to assess the performance and robustness

of the proposed energy management strategies on an electric vehicle. The study uses the same

vehicle, battery, and ultracapacitor models as the study in Chapter 5, with parameters given in

Tables 6.1–6.3.

Table 6.1. Vehicle model physical parameters.

Parameter Variable Value

Vehicle Mass Mv 18,181 kg

Frontal Area Af 8.02 m2

Drag Coefficient CD 0.55

Roll Resistance Coefficient CR 0.008

Wheel Inertia Jw 20.52 kg-m2

Motor Inertia Jm 0.277 kg-m2

Wheel Radius Rw 0.48 m

Final Drive Ratio Nfd 5.1:1

Gearbox Ratio Ngb 5:1

Transmission Efficiency ηtrans 96%

Table 6.2. Battery model parameters.

Parameter Variable Value

Battery Cells in Series Nser 100 cells

Battery Series Sets in Parallel Npar 160 sets

Total Charge Capacity Qbatt,pack 368Ah

Nominal Open Circuit Voltage Vocv,pack 330v

Nominal Equivalent Resistance Rs,pack 5.5 mΩ
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Table 6.3. Ultracapacitor model parameters.

Parameter Variable Value

UC Modules in Series Nsc 100 modules

UC Series Sets in Parallel Npc 60 sets

Resistance Ruc,pack 73.8mΩ

Capacitance Cuc,pack 63.5F

Both the cycle counting aging model and power law aging model, presented in Sections 2.3.1

and 2.3.2 respectively, are used in this study. Neither implementation includes a thermal model;

instead in both cases the battery pack is assumed to have a cooling system, such that the battery

temperature is maintained at 35◦C. These models have the same fundamental underpinnings: large

currents and temperatures are exponentially worse for the battery; every instances of battery usage,

whether measured in throughput or cycles, ages the battery. Some differences include the overall

aging rates each model predicts, particular rates at which damage increases due to temperature

and large currents as measured by [21] and [24], whether charging and discharging currents are

treated as distinct (as in the cycle-counting model) or the same (as in the power law model), and

whether usage is measured in charge throughput or charge-discharge cycles of varying depths. The

biggest difference, and the one that may lead to significant variation in controller performance,

is how damage accumulation varies with time: In the power law model, the capacity fade rate is

approximately proportional to the inverse square root of the throughput. From Equation (2.68),

dQloss
dt

∝ Ahz−1 (6.1)

where z ≈ 0.552 [21]. In other words, the degradation rate decreases as the battery is used and

throughput increases. On the other hand, the cycle-counting method assumes linear accumulation

of damage: identical cycles produce identical capacity fade, regardless of the battery’s instantaneous

state of aging.

The ultracapacitor aging model from Section 5.2 is used as well.

Finally, the Equivalent Cost Extended (ECX) strategy developed in Section 5.3 is used to

assess the affect of aging model variation on controller performance, using both the DDP and SDP
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approaches. ECX controllers developed using the cycling counting aging model are denoted ECX-

CC, while those developed with the power law aging model are denoted ECX-PL. Additionally,

a second set of power-law controllers are developed using the severity factor method described in

Equations (2.71)–(2.77), denoted ECX-SV. The ECX-CC and ECX-PL use the same number of

state variables; the CC method uses a discharge depth state variable to evaluate battery damage,

while the PL method uses a throughput state variable. Because the severity factor approach to the

power law aging model does not track throughput, the ECX-SV controllers have one fewer state

variable. The Power Control (PC) method, also from Section 5.3, is used as a benchmark strategy:

The PC method limits battery aging independently of an aging model, so if the ECX controller

subjected to aging model variation performs worse than the PC method, we can say that the ECX

controller is not robust.

The controllers used in this study use the same constraints as Section 5.2.

6.3. Case Study

The model and developed controllers are now used for a case-study analysis of aging-aware

energy management: Simulation is used to determine how the various strategies perform when

the aging model used to develop the EMS matches the true HESS aging and for when it differs

from the true HESS aging. Overall, the two battery aging models differ in both structure, such

as how overall use is counted (cycle-counting versus throughput counting), whether discharging

current magnitude has a different or identical effect to the charging current magnitude, the type of

curve-fits used, and whether or not the aging model includes resistance growth, and in the overall

differences in aging rates found from the respective experimental trials.

As in Chapter 5, the high-order ultracapacitor and battery models are used for simulation,

while the low-order models are used for control. Cycle-counting aging considers discharge depth,

charging current magnitude, and discharging current magnitude as aging factors, while power-

law aging considers throughput and current magnitude. In both cases, temperature is assumed

constant. Each strategy is simulated on the OCTA bus drive cycle [128] repeated for two hours.

This is drive cycle consumes more energy from the MBC used in Chapter 5, and sees the battery

SOC drop to approximately 30% after these two hours of driving at battery start-of-life.
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In this research, DDP is used to obtain the global-optimal control strategy for a given control

method and represents the best-case scenario for a controller type. Because DDP represents an

unobtainable optimum, DDP-ECX-CC is only simulated with cycle-counting aging, and DDP-ECX-

PL and DDP-ECX-SV are only simulated with power law aging. SDP on the other hand represents

a causal, implementable controller and offers a more realistic understanding of the capabilities that

strategy. So, the SDP controllers are simulated on both types of aging. Thus, each causal ECX

controller is simulated for a case where the aging dynamics are known (the controller aging model

matches the simulated aging) and unknown (the controller aging model differs from the simulated

aging). SDP-PC is simulated for both cycle-counting and power-law aging for controller tunings

ranging from QP = 10−14 to QP = 10−11. Additionally, a single baseline case that does not use

the ultracapacitor is simulated and is referred to as the nominal vehicle simulation.

Simulations begin with both the battery and ultracapacitor at the beginning of their life. After

each full discharge cycle, the aging of the battery and ultracapacitor are measured, and the capacity,

capacitances, and resistances of the HESS are updated. For the purpose of measuring aging,

the battery is assumed to recharge at a rate of 0.5C. Simulations are then repeated until the

battery reaches the end of its life, at which point the cycle life, ultracapacitor state-of-aging, and

average energy consumption are measured and recorded. In each simulation, the battery starts at

SOCb = 95% and the ultracapacitor starts at SOCc = SOCc,tgt = 75%.

Energy consumption is measured in miles per gallon gasoline-equivalent (MPGe), while battery

aging is presented in an approximate lifespan in years. The approximate lifespan is obtained from

a measured capacity loss per mile and an estimate of 34,000 miles driver per year for an average

transit bus [141]. The cost-benefit of each controller is evaluated used the steps presented in

Equation (5.14)–(5.19), using the same battery, ultracaapacitor, and energy values as in Chapter 5.

6.4. Results

Throughout this section, cases where the controller aging model matches the simulated aging

model are referred to as “nominal aging.” Likewise, cases where the controller aging model differs

from the simulated aging model are referred to as “uncertain aging.”

The results of each simulation are plotted in Figure 6.1 and Figure 6.2. Each point on the

plots represents a complete simulation for a particular controller type and tuning parameter value.
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Figure 6.1 shows results where the Cycle Counting aging method is simulated, while Figure 6.2

shows results where the Power Law aging method is simulated.
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Figure 6.1. Comparison of energy consumption with (a) battery aging and (b)
economic benefit for aging via Cycle Counting Model.
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Figure 6.2. Comparison of energy consumption with (a) battery aging and (b)
economic benefit for aging via Power Law Model.

The first thing to notice is that the two different aging models predict substantially different

battery lifespans, whether measured in terms of operational years, lifetime battery throughput,

or cycle life. Before considering the effects of the HESS, the same vehicle and sees the cycle-

counting method predict 2.5× the life of the power-law method. The cycle-counting model see the

103



HESS provide a peak lifespan increase of 13.2% on the cycle counting model, compared to a 32.5%

increase when measured on the power-law model. It is not the goal of this study to reconcile the

differences between these models, which are both based on empirical real-world testing of lithium

iron phosphate batteries; the models used in this chapter are able to accurately reproduce the

results of the models produced in the original literature [21] and [24]. Rather, the goal is only to

review how these differences impact the performance of aging-aware energy management.

The DDP and SDP methods are compared for the nominal case—when the simulated aging

method matches the method used to design the energy management strategy. In both Figure 6.1

and Figure Figure 6.2, it can seen that the SDP result closely tracks the DDP global optima,

indicating that the SDP controllers behave as intended. A full comparison of the nominal results

are summarized in Table 6.4. Additionally, the severity factor approach used in the ECX-SV

controllers is shown to be a reasonable approximation of the full power-law aging dynamics used in

the ECX-PL controllers: Figure 6.2(a) shows that the severity factor approach offers lesser lifespan

improvements but greater mileage, resulting in an overall economic benefit that is 2.7% lower than

control with the full dynamics for both DDP and SDP, as shown in Figure 6.2(b).

Table 6.4. Comparison of DDP and SDP controllers for nominal aging.

Type
Lifespan

MPGe
UC Aging BPM

(Years) (%/Year) ($/mi)

Nominal (CC) 2.65 8.66 – –

Nominal (PL) 1.08 8.65 – –

DDP-ECX-CC 2.97 8.50 3.02 0.031

SDP-ECX-CC 2.94 8.55 3.43 0.030

DDP-ECX-PL 1.42 8.06 4.07 0.180

SDP-ECX-PL 1.34 8.18 4.97 0.152

DDP-ECX-SV 1.38 8.28 3.67 0.175

SDP-ECX-SV 1.31 8.30 3.22 0.148

Next, the causal strategies (SDP-ECX-CC, SDP-ECX-PL, and SDP-Power) are compared for

both aging models, with results summarized in Table 6.5 for cycle counting aging and in Table 6.6

for power law aging. Expectedly, the SDP-ECX-CC controller has the best economic benefit when
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actual aging uses the cycle counting model, and the SDP-ECX-PL controller has the best economic

benefit when actual aging uses the power law model. Interestingly, the SDP-ECX-PL and SDP-

ECX-SV controllers increase battery lifespan to a greater degree than the SDP-ECX-CC controller

on when simulating with cycle-counting aging. However, this is obtained from increased fuel con-

sumption, resulting in an 88% and 20% decrease in benefit per mile compared to the SDP-ECX-CC

controller, respectively. On the other hand, the SDP-ECX-CC increases lifespan by only half as

much as SDP-ECX-PL when simulating with power law aging, but uses considerably less fuel. The

net result is a benefit per mile that is roughly half of the SDP-ECX-PL benefit per mile. The

diminished performance of all three controllers points to neither method being particularly robust

to aging model uncertainties, although the SDP-ECX-PL method fares considerably worse due to

its high energy consumption.

If one knows the “true” aging model, then the SDP-PC controller is a distinctly worse choice

than the SDP-ECX-CC or SDP-ECX-PL controllers. On cycle-counting aging, the peak benefit of

the SDP-PC controller is approximately $0.023/mi for a tuning parameter value of QP = 10−11.8;

on power-law aging, converges to a benefit of $0.14/mi as QP is made increasingly large. However,

the SDP-PC method suffers similar robustness issues to the SDP-ECX controllers: if one were to

tune the SDP-PC controller based on a cycle-counting aging model and choose QP = 10−11.8 yet

have aging that follows the power-law model, the benefit per mile would be half of what could have

been obtained—effectively equal to the SDP-ECX-CC controller. Similarly, if one were to tune the

SDP-PC controller based on a power-law aging model and choose a larger QP (QP > 10−10.5) yet

have aging that follows the cycle-counting model, there would in fact be no economic benefit: the

ultracapacitor cost and high energy usage would outweigh the battery lifespan increases.
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Table 6.5. Comparison of Causal Controllers for Simulation with Cycle Counting
Aging Model.

Type
Lifespan

MPGe
BPM Life wrt BPM wrt

(Years) ($/mi) SDP-ECX-CC SDP-ECX-CC

SDP-ECX-CC
2.94 8.55 0.030 — —

(Nominal Aging)

SDP-ECX-PL
2.96 8.18 0.004 +0.64% −88.2%

(Uncertain Aging)

SDP-ECX-SV
3.02 8.31 0.024 +2.52% −19.7%

(Uncertain Aging)

Table 6.6. Comparison of Causal Controllers for Simulation with Power Law Aging
Model.

Type
Lifespan

MPGe
BPM Life wrt BPM wrt

(Years) ($/mi) SDP-ECX-PL SDP-ECX-PL

SDP-ECX-PL
1.34 8.18 0.152 — —

(Nominal Aging)

SDP-ECX-SV
1.31 8.30 0.148 −2.24% −2.62%

(Nominal Aging)

SDP-ECX-CC
1.20 8.56 0.090 −10.1% −40.8%

(Uncertain Aging)

6.5. Controller Refinement

We observe that the difference in aging rate between the two models appears to be the primary

source of error. Recall the instantaneous cost function used to design the ECX controllers from

Section 6.

L(x, u, w) = Costbatt∆D + CostelecEloss + CostUC∆SoA (6.2)

If the aging model produces large ∆D values then the controller expends more energy (allow higher

Eloss) to keep battery aging low, and vice versa. We see this reflected in the results shown in
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Figure 6.1 and Figure 6.2: The power-law aging model predicts a faster aging rate, and the ECX-

PL controllers correspondingly allow larger energy losses to limit aging. The cycle-counting model

predicts a slower aging rate, and the ECX-CC controllers result in greater fuel economy, as battery

degradation is comparatively less important.

We next consider that one could measure the aging rate of the batteries used in the vehicle

under the expected operating conditions, and compare this to the predictions given by model and

data in the literature. Then, the relative difference between the modeled and actual aging rates

could then be used to adjust the ECX instantaneous cost function.

Qaging =
Measured aging rate

Modeled aging rate
(6.3)

L(x, u, w) = QagingCostbatt∆D + CostelecEloss + CostUC∆SoA (6.4)

(Again, we must consider that while performing a full array of battery aging tests to precisely fit a

model to one’s batteries might be the most accurate option, it is not always practical or feasible to

do this.) This adjustment corresponds to adjusting the CL-DOD curve fit in Equation (2.56) for

the cycle-counting model, and adjusting the A(Ib) curve-fit parameter in Equation (2.68) for the

power-law aging model.

This correction factor is next tested on the three SDP-ECX control strategies. Simulation

results show that in the nominal case, the cycle-counting model predicts a roughly 2.5× longer

lifespan than the power-law model. We can use this as a simple estimate for a Qaging parameter to

adjust the aging-aware energy management. If designing control using the cycle-counting model,

but real aging follows the power-law model, one would measure an aging rate of 20% capacity fade

in 1.08 years, but predict an aging rate of 20% capacity fade in 2.65 years. Then,

Qaging =
0.2
2.65
0.2
1.08

= 2.45 (6.5)

The SDP-ECX-CC controller can then be recomputed using this correction factor. For designing

control using the power-law model, but real aging follows the cycle-counting model, this would be

Qaging =
0.2
1.05
0.2
2.65

= 0.408 (6.6)
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Likewise, the SDP-ECX-PL and SDP-ECX-SV controllers can be redeveloped, now with the aging

rate adjustment parameter. The vehicle is then simulated again following the same steps as before

for the three new adjusted controllers. The new result are shown overlaid on the old results in

Figures 6.3 and 6.4.
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Figure 6.3. Comparison of energy consumption with (a) battery aging and (b)
economic benefit for aging via Cycle Counting Model, including adjusted SDP-
ECX-PL and adjusted SDP-ECX-SV.
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Figure 6.4. Comparison of energy consumption with (a) battery aging and (b)
economic benefit for aging via Power Law Model, including adjusted SDP-ECX-CC.

From Figure 6.4, we can see that the simple adjustment proposed in Equation 6.4 is sufficient

to make a controller designed with the cycle-counting method robust to changes in the aging
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model. The adjusted SDP-ECX-CC controller has lifespan within 3.4% and benefit per mile within

7.1% of the SDP-ECX-PL controller. On the other hand, Figure 6.3 indicates that the adjusted

SDP-ECX-PL controller still performs poorly compared to the SDP-ECX-CC, while the adjusted

SDP-ECX-SV controller is nearly able to match the SDP-ECX-CC performance.

6.6. Validation with Higher-Order Aging Model

As a final test of controller robustness to aging model variation, each of the controllers are

simulated on a new, higher-order aging model. Developed in [26] and used in aging studies such

as [150,151,152], this model builds off the same throughput and Arrhenius equation basis as [21]

while incorporating calendar aging—time-dependent aging amplified at high temperatures and

states-of-charge—and expanding cycle aging to cover three terms:

(1) High-temperature aging associated with total throughput;

(2) Low-temperature aging associated with total charging throughput and amplified by large

charging current;

(3) An additional high-SOC term for low-temperature aging, again associated with total charg-

ing throughput and amplified by large charging current.

This model is given in the equations

QLoss = QL,Cal +QL,Cyc,High T +QL,Low T +QL,Low T,High SOC (6.7)

QL,Cal =

∫
kCal(T, SOCb) · (2t0.5)−1dt (6.8)

QL,Cyc,High T =

∫
kCyc,High T(T, Ib, SOCb) · (2Q0.5

tot)
−1dQtot (6.9)

QL,Cyc,Low T =

∫
kCyc,Low T(T, Ibc) · (2Q0.5

ch )
−1dQch (6.10)

QL,Cyc,Low T,High SOC =

∫
kCyc,Low T,High SOC(T, Ibc, SOCb)dQch (6.11)

where QLoss is a measure of capacity fade as in Equation 2.67 while QL,Cal is the capacity fade

related to calendar aging and the QL,Cyc,i are the three cycle aging components listed above. t is

the calendar time in hours, T is the battery temperature, SOCb is the battery state-of-charge, Qtot

is the total ampere-hour throughput, Qch is the total charging ampere-hour throughput, and Ibc
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is the charging current in amperes. The ki terms are experimentally fitted functions, whose full

definitions are not given here but can be found in [26].

As this model includes calendar aging and introduces time as a state variable, aging must be

accounted for while the vehicle is not in operation. The bus is assumed to drive one cycle (as

specified in Section 6.3) per day. After this driving period, the battery is held at T = 20◦C and at

the final SOC, typically between SOCb = 25% and SOCb = 5% depending on the controller and

battery age, before being recharged at 1/2 C just before the next driving period begins.

In this case, all SDP-ECX controllers are being simulated on an “unknown” aging model,

although the power-law model bears more similarity to the high-order model than the cycle-counting

model does. Developing a controller based on this higher-order model is outside the scope of this

work, so there is no performance benchmark for an aging model with certain aging dynamics.

The nominal case, unmodified SDP-ECX, and SDP-PC controllers are simulated first. The

Qaging adjustment parameter is then found by comparing the expected aging found in Section 6.4

to the newly found aging for the nominal case, which is then used to tune and simulated the

adjusted SDP-ECX controllers. The simulation results are shown in Figure 6.5.
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Figure 6.5. Comparison of energy consumption with (a) battery aging and (b)
economic benefit for aging via on a higher-order aging model.

The first and most notable result is that all three controllers perform well without adjustment.

All offer clear lifespan improvements over nominal as well as a positive economic benefit per mile.

Although more complex dynamics such as calendar aging and accelerated aging at high SOC were
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not included in the control, aging-aware energy management still outperformed the aging unaware-

controllers in terms of both battery lifespan increase and economic viability.

As seen throughout this chapter and Chapter 5, aging-aware control incurs additional energy

losses from the ultracapacitor’s internal resistances and uses the ultracapacitor to as a buffer against

aging due to high currents such as from regenerative braking. As a result, a battery subject to

aging-aware control is depleted more rapidly than the nominal battery, such as shown for a segment

of time in Figure 6.6(a). Additionally, the aging-aware control uses the ultracapacitor as a buffer

against large charing and discharging associated with regenerative braking and accelerating from

rest, and tamps down the “microcycles” seen in the nominal vehicle’s battery state-of-charge. This

reduces charging currents including while in the high SOC region, as shown in Figure 6.6(b). For

instance the decrease from 7A to 3.5A between the nominal and SDP-ECX-SV simulations seen in

the peak at t = 1360 seconds in Figure 6.6(b) decreases the kCyc,Low T,High SOC term by a factor of

938.

1180 1200 1220 1240 1260 1280 1300 1320 1340 1360 1380

time (sec)

0.83

0.835

0.84

0.845

0.85

0.855

0.86

S
O

C
b
 (

%
)

Battery SOC, Start of Life

Nominal

SDP ECX CC

SDP ECX PL

SDP ECX SV

(a)

1180 1200 1220 1240 1260 1280 1300 1320 1340 1360 1380

time (sec)

-8

-6

-4

-2

0

2

4

6

8

I b
 (

A
)

Battery Current, Start of Life

Nominal

SDP ECX CC

SDP ECX PL

SDP ECX SV

(b)

Figure 6.6. Comparison over a segment of time of (a) battery state-of-charge and
(b) battery current at battery start-of-life.

Overall, this leads to the reduction in calendar aging and cycle aging associated with charging

the battery (especially at high battery SOC), even when those dynamics are not modeled in the

aging-aware control. Figure 6.7 compares each aspect of aging for the nominal vehicle and for the

vehicles with aging-aware energy management over the first 10 days of driving; methods that use

the ultracapacitor more heavily are seen to have lower aging across all four aging factors.
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Figure 6.7. Comparison of (a) calendar aging, (b) high temperature cycle aging,
(c) low temperature cycle aging, and (d) low temperature, high state-of-charge cycle
aging over the first 10 days of driving.

Next, we see that the adjustment parameter improves the benefit per mile in all three cases.

The nominal battery lifespan for the new aging model is seen to be marginally less than the nominal

lifespan for the cycle-counting model, so the adjustment factor the SDP-ECX-CC solution to value

the battery slightly more, leading to an increase in lifespan and economic benefit at the expense of

energy consumption. On the other hand, the power-law model predicts a shorter lifespan than the

high-order model, so the adjusted controllers relax their emphasis on increasing battery lifespan

in favor of decreasing energy consumption, but in a manner that increases the overall economic

benefit. Similar to what was seen in the previous section, the two controllers using linear damage
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accumulation both performed better overall and responded better to the aging rate adjustment

than the method without linear damage accumulation.

Overall, it appears that in absence of a aging model verified for one’s particular batteries, the

most robust choice for aging-aware energy management strategy is to design the controller using

an aging model with linear damage accumulation and to obtain a basic estimate of one’s batteries’

lifespans relative to the aging model’s prediction. The two controllers that consider damage to

accumulate linearly maintain a reasonable economic benefit when subject uncertainty in the aging

dynamics. A simple scaling of the aging rate—without adjusting any other model parameters—

allows both to come relatively close in performance to controllers that do not have aging model

variations.

On the other hand, a controller designed on the full power-law method and subjected to aging

behavior variations sees severely diminished economic benefit due to excessive energy consumption,

and does not respond to simple aging rate adjustments. This model may work well if the battery

aging model parameters can be fully refitted for a particular use case, but without such a validated

model, it may produced a poorly-tuned controller.

6.7. Conclusions

This chapter presents controllable battery and ultracapacitor aging models for a HESS. In the

previous chapter, an energy management strategy was developed for the purpose of minimizing

battery aging; this strategy can use either a cycle counting aging model or a power law aging model

for controlling battery damage. Control using the power-law aging model can either use the full

aging dynamics or a “severity factor” approach that models damage accumulation as linear.

As a case study, this strategy is applied to a simulated electric bus. The control strategy is

designed using either aging model and simulated on either aging model for both DDP and SDP

controllers. An SDP controller that penalizes large battery power was also simulated as a benchmark

case. The range of cases simulated allows us to evaluate the robustness of the battery aging control

to uncertainty in the actual aging behavior.

Simulation results showed that an energy management system designed with the “incorrect”

aging model had degraded performance: The SDP-ECX-CC controller improved lifespan by less

than half as much as the SDP-ECX-PL controller when simulating with power-law aging. On the
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other hand, the SDP-ECX-PL and SDP-ECX-SV controllers, when simulated for cycle-counting

aging, consumed substantially more energy than the SDP-ECX-CC controller, to the extent that

there was little to no economic benefit to the HESS.

A simple aging-rate adjustment was proposed to improve the aging control strategy. One could

measure the aging rate of their battery, compare it the rate predicted by an aging model, and

scale model’s damage term by the ratio between them. This method was first applied to the SDP-

ECX-CC controller being used where battery aging follows the power-law model, and was shown

to improve the SDP-ECX-CC’s robustness to aging model variation. The adjusted SDP-ECX-CC

controller performed nearly as well as the SDP-ECX-PL controller: The economic benefit rose by

55% compared to the unadjusted controller and came within 10% of the controller not facing aging

model uncertainty. On the other hand, the simple adjustment failed to improve the performance

of the SDP-ECX-PL controller when subject to aging model uncertainty.

The aging rate adjustment was next applied to the SDP-ECX-PL and SDP-ECX-SV controllers

being used where battery aging follows the cycle-counting model. On one hand, the adjustment

improved the SDP-ECX-SV controller enough to nearly match the SDP-ECX-CC performance.

On the other hand, the SDP-ECX-PL controller saw only marginal improvements to lifespan. This

collectively points to the importance of using an aging model with linear damage accumulation

(cycle-counting or the severity factor approach to power-law aging): such controllers could be

easily tuned to match observed aging rates, while similar tuning on control using the power-law

aging model proved ineffective.

A final test applied the various controllers to a higher-order battery aging model that included

calendar aging effects—an aging factor not considered in the original models. Once again, the

methods using aging-aware control outperformed the aging-unaware control, and aging control

using linear damage accumulation outperformed the alternative and was easier to tune to the new

model. A controller designed around the higher-order model was not considered, but could be a

subject of future work.

Substantial future work can follow from the results presented in this chapter. First, other forms

of robustification can be considered for aging control. For instance, a strategy that jointly controls

both the throughput and cycle counting damage models could be developed and may potentially

improve robustness. Incorporating the severity factor approach into the cycle-counting controller
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would not require any additional state variables and so is computationally feasible. Incorporat-

ing the full power-law aging dynamics, however, would “cost” an extra state variable in the DP

controller, potentially causing issues with the curse of dimensionality.

The proposed strategies could also be tested against a wider array of uncertainties. This might

include increased aging model variation such as other higher-fidelity aging models or variation in

aging model parameters, or additional uncertainties like passenger count variation or road grade

variation. Sensitivity of the controller to changes in component and energy prices should also be

studied in more depth.
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CHAPTER 7

New Strategies for Robust Energy Management and Aging-Aware

Control

While Chapter 6 looked at the robustness of existing energy management methods, this chapter

develops a novel energy management strategy that incorporates minimax decision-making into an

optimal control problem to make the control robust to uncertainties, such as unknown driving

conditions or modeling errors. This new method augments a stochastic dynamic programming

controller with minimax dynamic programming. The stochastic element uses a Markov chain

model to represent driver behavior and is used to optimize the control for expected future driver

behavior. The minimax element instead optimizes against potential worst-case (maximal) future

costs.

This method is first demonstrated on a series hybrid electric bus model. Robustness to uncertain

driving conditions is tested by simulating on a variety of heavy-duty vehicle drive cycles that

differ from the drive cycle on which the EMS was trained. A single tuning parameter is used to

balance the stochastic and minimax elements of the EMS, and a parametric study shows that with

proper tuning, using minimax control could increase the vehicle fuel economy on multiple uncertain

driving conditions, with a trade-off of decreased fuel economy when the driving conditions match

the designed conditions. That is, it offers an exchange of performance on the nominal driving

conditions for performance on uncertain driving conditions.

A second application of this new method looks at aging-aware energy management of an electric

bus with hybrid energy storage. Results from the SDP-ECX control developed in Chapter 5 are first

used to infer how minimax augmentation can be expected to affect control of battery aging. Given

that battery damage tends to occur in large peaks, the new method is concluded to act as a tuning

knob to trade an increase in battery lifespan for a decrease in fuel economy. Simulation is then

used to test the minimax augmentation considering both the cycle-counting and power-law aging
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models, and it is shown that the inclusion of minimax control improved the overall economic benefit

of the HESS by reducing battery aging to a greater degree than it increased energy consumption.

7.1. Introduction

One of the main issues in the development of hybrid electric vehicles is how to efficiently

control the power flow from the engine and battery to meet the driver’s torque demand. The

energy management system provides the supervisory control that governs how this torque demand

is met and seeks to provide the requested power in the most efficient manner possible.

Energy management strategies are typically designed around specific driving conditions. This

gives high efficiency when actual driving conditions match the designed conditions, but performance

can suffer if actual conditions vary from the nominal. Reference [153] shows this phenomenon while

analyzing the robustness of SDP to changing driving conditions. However, it does not explicitly

design its controller to be robust to these changes. Several methods exist in the literature to counter

the effects of this uncertainty. One field of study is in drive cycle recognition: by using past driving

information and comparing it to the statistical properties of known drive cycles, different control

strategies can be scheduled to match the varying driving conditions [154,155,156]. Alternately,

on-line learning methods can be used to adapt the EMS to changing conditions. For instance,

reference [37] proposes a model predictive controller that continuously updates a Markov chain

model to reflect current driving conditions, while reference [157] implements a neural network to

adapt the energy management to changing driving conditions. A further option is the adaptive

forms of the Equivalent Consumption Minimization Strategy (ECMS), which seeks to update the

equivalence factor used in ECMS based on current driving conditions, and has been studied in a

wide range of papers including [158,159,160,161,162].

This chapter proposes a new method where, instead of adapting to uncertain driving conditions,

the EMS can instead be made robust to these and other uncertainties, so that performance is

maintained without needing to alter the control policy. This proposed method uses minimax

dynamic programming (MDP) to robustify the EMS to driving condition uncertainty. As illustrated

in Figure 7.1, robust control lets one balance performance under nominal operating conditions

with performance when the system is subjected to uncertainty. Minimax decision-making, per

[163], performs optimization with regards to all possible evolutions of the disturbance and obtains
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robustness by minimizing the impact of the worst-case (maximal cost) potential outcome of a

scenario. In other contexts, MDP has been referred to Minimax Model Predictive Control (MPC)

[163], and in fact bears resemblance to the Stackelberg game from game theory [164].

The downside of this approach is that the worst-case scenario, in the context of vehicle control,

tends to not happen often. So, an MDP-based controller tends to be overly conservative. This

is demonstrated in references [32,36], which develop a game-theory based EMS that utilizes the

minimax principle as part of a back-and-forth competition between the EMS and the driver (the

EMS tries to minimize a cost function, assuming the driver is trying to maximize it). To mitigate

the conservativeness of the minimax approach, the authors of [32,36] included a weighting function

that makes likely-to-happen driving conditions have a high cost. This chapter proposes a different

approach to mitigate the conservativeness of MDP while still garnering its robustness: a control

policy that augments stochastic dynamic programming with MDP to form an implementable control

policy that is robust to uncertainties, such as modeling errors and off-cycle driving conditions.

High-performance
controller

−∞: Instability

Robust
controller

Uncertainty
(deviation of plant

from nominal)

Performance

P
Nominal

Plant
Class
of ∆P

Figure 7.1. Robustness and performance for a generic dynamic system. Robust
control offers a compromise between nominal performance and performance in face
of uncertainty.

First, this chapter introduces a new control concept of blending SDP and MDP. Next, this

control concept is applied to the energy management of a series-hybrid electric bus as a case study.

Simulation results are presented showing how uncertain driving conditions impact vehicle efficiency.

Following this, the method is applied to energy management of a electric bus with HESS for aging-

aware control. Simulation results are again presented and discussed.
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7.2. Minimax-Augmented Stochastic Dynamic Programming

Chapter 3 presented the DDP, SDP, and MDP approaches to dynamic programming that have

been used so far in this work. This section proposes a new method of DP-based control that

incorporates the optimality of SDP with the robustness of MDP

Recall that the dynamic programming problem considers a discrete-time dynamic system

x(k + 1) = f(x(k), u(k), w(k)) (7.1)

where x(k) is the state vector at time k, u(k) is the control vector, and w(k) is a vector of any

exogenous variables, such as commanded inputs or disturbances. x, u, and w are assumed to exist

in finite ranges x ∈ X, u ∈ U , and w ∈W . Recall also that SDP control minimizes expected future

costs according to

J = E

[
N∑
k=0

γkL(x(k), u(k), w(k))

]
(7.2)

while MDP control minimizes the maximum possible future costs.

J = max
w∈W

{
N∑
k=0

γkL(x(k), u(k), w(k))

}
(7.3)

This chapter proposes a new method of DP control, named ”Minimax-Augmented Stochastic

Dynamic Programming” (MASDP). This method blends the SDP controller with MDP in order to

capture both the performance of SDP with the robustness of MDP. The MASDP cost function is

defined as

J = p ·E

[
N∑
k=0

γkL(x(k), u(k), w(k))

]
+ q · max

w∈W

{
N∑
k=0

γkL(x(k), u(k), w(k))

}
(7.4)

where q, 0 < q < 1, and p = 1− q are a tuning parameters to balance the importance of expected

cost and maximal cost in J . Then, per (3.12)–(3.13) and (3.23)–(3.24), the cost-to-go function for
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MASDP can be written as

V (x,w,N) = min
u∈U

{L(x, u, w)} (7.5)

V (x,w, k) = min
u∈U

{
L(x, u, w) + γ ·

(
p ·E [V (f(x, u, w), w, k + 1)]+ (7.6)

q · max
w(k+1)∈W

{V (f(x, u, w), w(k + 1), 1)}
)}

for k = N − 1, . . . , 0

V (x,w, k) is evaluated for each x ∈ X and w ∈ W , while the optimal control is found by a direct

search of u ∈ U .

Like SDP and MDP, the MASDP problem can be treated as either a finite or infinite horizon

problem. The optimal control u∗ is given by

u∗(x,w) = argmin
u∈U

{
L(x, u, w) + γ ·

(
p ·E [V (f(x, u, w), w, k + 1)]+ (7.7)

q · max
w(k+1)∈W

{V (f(x, u, w), w(k + 1), 1)}
)}

the control that optimizes the final update of the cost-to-go function. The resulting control policy

is both time-invariant and causal.

7.3. Case Study: Hybrid-Electric Bus with Uncertain Driving Conditions

The first application of the MASDP method is to a series hybrid bus subjected to drive cycle

variations. The bus model is described first, followed by control. Next, the experimental design is

developed and the simulation results are presented and discussed.

7.3.1. Modeling. This study uses a model for a series hybrid electric bus (SHEB) based on

the dynamics developed in Chapter 2. Parameter values for the vehicle model can be found in

Table 7.1. The bus is assumed to be fully loaded and at its maximum allowable weight. Vehicle

parameters are estimated from existing literature on bus simulation [70,71,72]. The SHEB model

uses a 200kW generator and 180kW diesel engine, sized based on [74] with a 6:1 fixed gear ratio

between them.
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Table 7.1. Vehicle model physical parameters.

Parameter Variable Value

Vehicle Mass Mv 18,181 kg

Frontal Area Af 8.02 m2

Drag Coefficient CD 0.55

Roll Resistance Coefficient CR 0.008

Wheel Inertia Jw 20.52 kg-m2

Motor Inertia Jm 0.277 kg-m2

Wheel Radius Rw 0.48 m

Final Drive Ratio Nfd 5.1:1

Gearbox Ratio Ngb 5:1

Transmission Efficiency ηtrans 96%

This study uses the simple Rint battery model with the same cell parameters as the study in

Chapter 4, sourced from [121]. The parameters for the battery model can be found in Table 7.2.

The nonlinear SOC curve is simplified to the affine relationship

Vocv,cell = a0 · SOC + a1 (7.8)

where a0 and a1 are fitted to the linear region of the OCV vs. SOC curve, shown in Figure 7.2. The

number of cells in series was chosen so that the OCV would be in line with the recommendations

in [77]. The number of cells in parallel was chosen so that the bus can meet the maximum power

demand of a suburban bus route [128] and in line with the power requirements in [74,77].
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Table 7.2. Battery model parameters.

Parameter Variable Value

OCV Slope a0 0.10v

OCV Intercept a1 3.17v

Equivalent Resistance Rcell 6 mΩ

Battery Cells in Parallel Npar 8 cells

Parallel Sets in Series Nser 80 sets

Total Charge Capacity Qbatt 20Ah
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Figure 7.2. Battery OCV and SOC relationship.

7.3.1.1. Comparison to Real-World Vehicles. The bus model used in this study is built in-line

with existing models in the literature and uses data for components also in the literature or on

real buses. To validate the overall model, the performance of the bus can be compared to real-

world hybrid bus performance. Reference [165], for instance, finds real-world series hybrid buses

operating on bus drive cycles to have fuel economy ranging from approximately 2.6 MPG to 6.9

MPG. Similarly, reference [166] shows hybrid bus fuel economy in the range of 7.2 MPG to 8.8

MPG and reference [167] gives a range of 4.2 MPG to 8.0 MPG. This chapter’s model, meanwhile,

has fuel economy ranging from 3.9 MPG to 8.3 MPG, depending on the precise drive cycle and

controller type. The model’s performance falls squarely in the range of of existing literature on

hybrid buses, so we conclude that this model is valid for use in simulation and control development.
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7.3.2. Control Development.

7.3.2.1. Dynamic Programming. DDP, SDP, and MASDP are applied in this case study. This

subsection describes the cost functions and constraints used to implemented the DP control policies.

Per [37], the instantaneous cost function should account for three terms:

(1) SOC regulation

(2) Optimal operation of the engine and generator

(3) Power smoothing for rider comfort

To accomplish the first objective, a quadratic cost

costSOC = Q1(SOC − SOCtgt)
2 (7.9)

is used to penalize deviation of the SOC from the target value of SOCtgt = 0.5. This penalty

enforces a charge-sustaining policy. Additionally, SOC is constrained so that

0.3 ≤ SOC ≤ 0.7. (7.10)

For this model, Q1 = 3.4× 106

For the second objective, a quadratic cost

costPgen = Q2(Pgen − Ptgt)
2 (7.11)

is used to penalize deviation of the generator power from a target value Ptgt. When the engine is

on, the target value for Pgen is the peak efficiency point P ∗
gen. However, the engine must also be

able to shut down when it is not needed. So, a threshold Pth is defined so that the target value for

Pgen is zero when below the threshold. In other words,

Ptgt =

 P ∗
gen Pgen(k) > Pth

0 Pgen(k) ≤ Pth.
(7.12)

Then, (7.11) can be written as

costPgen =

 Q2(Pgen − P ∗
gen)

2 Pgen(k) > Pth

Q2(Pgen)
2 Pgen(k) ≤ Pth.

(7.13)
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Additionally, a shutdown threshold Psd is defined so that when Pgen(k) < Psd, the engine is con-

sidered off; no fuel is consumed and no power is generated. So, Pgen(k) < Psd indicates that the

engine is fully off, Psd < Pgen(k) < Pth indicates that the engine is in the process of starting up or

shutting down, and Pgen(k) > Pth indicates the engine is fully on. For this model, Q2 = 6× 10−5,

Pth = 25kW and Psd = 5kW were implemented. Finally, the generator power is constrained to

0 ≤ Pgen ≤ 180kW. (7.14)

Power smoothing is accomplished by rate-limiting the generator power, by penalizing large

rates of change of generator power, and by limiting the generator state transitions. Specifically, a

quadratic cost

costrate = R1(Pgen(k)− Pgen(k − 1))2 (7.15)

and a rate limit of

− 5kW ≤ Pgen(k)− Pgen(k − 1) ≤ 5kW (7.16)

are applied to discourage large changes in the generator power. This limit is based off the limit

imposed on [37]. For this model, R1 = 10−8 was implemented. State transitions are limited as

shown in Figure 7.3. When off, the engine can stay off or begin turning on. When turning on, the

engine must continue turning on until it is fully on (Pgen > Pth). When on, the engine may stay

on or begin turning off. When turning off, the engine must continue turning off until it is fully off

(Pgen = 0).

The weights Q1, Q2, and R1 were tuned by hand. The weights from [37] were used as a starting

point, adjusted for the difference in vehicle scale, and then tuned by trial-and-error to maximize

the SDP efficiency. These same weights were then used for DDP and MASDP without additional

tuning.

Equations (7.9), (7.13), and (7.15) give an instantaneous cost function

L(x, u, w) = costSOC + costPgen + costrate. (7.17)

γ = 0.95 is selected for the cost function J in (7.4), in line with work in [98,99]. Additionally,

the controllers for this study use an infinite horizon. Discussion of the selection for p and q are
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Figure 7.3. Engine/generator state transitions.

found in the next subsection. Under this formulation, the controlled variable Pgen(k) is a function

of SOC(k), Pgen(k − 1) (to apply the power smoothing), Preq(k), and ωwh(k).

A time step of ∆t = 1 second is used for the DP problem. From the rated motor power of 250kW

and the vehicle dynamics given in Chapter 2, the minimum and maximum angular acceleration are

found to be αmax = −αmin = 15.3 rad/s2, which act as constraints on reachable ωwh for minimax

control.

7.3.2.2. Equivalent Consumption Minimization Strategy. This study considers an additional

controller type, unrelated to dynamic programming: an on-line application of the Equivalent Con-

sumption Minimization Strategy (ECMS). The concept of ECMS is to assign a cost (or reward) to

the consumption (or storage) of electrical energy, so that the use of electrical energy can be made

equivalent to the use of fuel [39]. Then, fuel consumption can be optimized instantaneously at

each time step. This study follows the method developed in [40] using an equivalence factor tuned

for each drive cycle, and uses this ECMS result as a benchmark for the other controllers. Other

forms of ECMS, such as ECMS utilizing Pontryagin’s Minimization Principle to obtain a global
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optimum [6] or the adaptive ECMS discussed in [41], are not considered at this time but are a

subject for future consideration.

7.3.3. Simulation Design. The developed model is now used for a case-study analysis of

MASDP control: Simulation is used to determine how the MASDP controllers perform relative to

an SDP controllers. This case study only looks at the SHEB and only considers uncertainty coming

from driving conditions.

In order to test the robustness of controllers to uncertain driving conditions, MASDP controllers

are designed on the Orange County Transit Authority (OCTA) suburban bus drive cycle and then

simulated on the following six drive cycles [140]:

(1) OCTA bus cycle

(2) Heavy-Duty Urban Diesel Dynamometer Schedule (HD-UDDS)

(3) City Suburban Heavy Vehicle Route (CSHVR)

(4) Manhattan Bus Cycle (MBC)

(5) West Virginia University City Cycle (WVUC)

(6) West Virginia Univeristy Suburban Cycle (WVUS)

The first case represents driving in known operating conditions—the vehicle is driven on the same

cycle that was used to form the stochastic model. However, the remaining five drive cycles are

driving in uncertain conditions, in the sense that the EMS is using a stochastic model that does

not match the actual driving conditions. In all cases, a backwards-facing simulation is used.

MASDP controllers were designed for a range of values 0.03 ≤ q ≤ 0.12. Additionally, an

SDP,controller designed in the OCTA cycle and DDP and ECMS controllers designed on each of

the six drive cycles were simulated to provide a benchmark for the performance of the MASDP

controllers.

The vehicle is a standard (not plug-in) hybrid, so it operates entirely in charge-sustaining

mode, starting at 50% SOC and maintaining an SOC target of 50% throughout the simulation. All

simulations begin with the generator turned off. For each simulation, the fuel economy in miles

per gallon (MPG) was calculated by obtaining the fuel power Pfuel from the generator power Pgen

per (2.19) using the OEC shown in Figure 2.5. Then, Pfuel is integrated to obtain the total energy

consumed, which is then converted gallons of fuel using the energy and volumetric densities of diesel
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fuel. An additional amount of fuel is consumed whenever the engine is turned on. MPG is used

rather than MPG-equivalent (MPGe) as all energy consumption comes from the stored fuel.

The SHEB is driven on each drive cycle for four hours of driving. Fuel economy is measured

at each simulation’s end. At the end of the simulation the difference between the initial and final

state of charge is transformed to an equivalent amount of fuel that is added or subtracted from the

actual fuel consumption, as in [37]. In essence, if the SOC finishes below 50%, then the amount

of fuel needed to return to 50% is calculated and added to the total fuel consumption; if the final

SOC is greater than 50%, then the excess fuel spent is subtracted from the total fuel consumption.

With that said, the energy stored in or lost from the battery is small with regards to the total

energy consumption, given the length of the simulation timespan.

7.3.4. Simulation Results. Figure 7.4 shows the SOC of the SHEB for each of the six drive

cycles for the DDP, SDP, and MASDP (for q = 0.08) controllers. These plots are truncated to the

first drive cycle of several consecutive drive cycles, so that the method differences can clearly be

seen. For each drive cycle and controller type, the SOC stays close to the target of 50%. The SDP

and MASDP controllers yield roughly similar SOC trajectories, while the DDP solution is more

distinct.

Battery SOC for varying controllers and drive cycles.

Figure 7.4. SOC of DDP, SDP, and MASDP (q = 0.08) controllers on each drive
cycle.
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Figure 7.5 shows the fuel economy of the SDP and each MASDP controller as a function of the

tuning parameter q for each drive cycle. To better visualize the impact of minimax augmentation,

Figure 7.6 shows the percent increase or decrease in fuel economy with respect to the SDP control

on each drive cycle. Note that q = 0 corresponds to the SDP controller. Because MASDP is

a modified version of the SDP and because DDP is noncausal and therefore not implementable,

it is more useful to compare the MASDP results to the SDP results, rather than DDP results.

Fuel economies from each of the simulations and controller types are summarized in Table 7.3.

The MASDP results in Table 7.3 are for q = 0.08, which per Figure 7.6 generally saw the largest

increase in performance for uncertain driving conditions. The far-right column on Table 7.3 shows

the percent change in fuel economy of the MASDP (q = 0.08) controller compared to the SDP

controller.

MASDP for varying q compared to benchmarks.
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Figure 7.5. MPG of MASDP controllers on each drive cycle, with SDP (q = 0),
DDP, and ECMS for reference).
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Figure 7.6. Percent increase or decrease in fuel economy of MASDP controllers
with regards to SDP on each drive cycle.

Table 7.3. Fuel Economy by Controller and Drive Cycle (in miles per gallon) at
q = 0.08.

Drive
DDP SDP MASDP ECMS

MASDP

Cycle wrt SDP

OCTA 6.28 6.08 6.02 5.80 −1.0%

HD-UDDS 6.02 5.67 5.76 4.95 +1.7%

CSHVR 8.16 7.71 7.86 7.06 +1.9%

MBC 4.40 4.14 4.14 4.14 0.0%

WVUC 7.93 7.33 7.54 7.37 +2.9%

WVUS 8.26 7.84 7.88 7.22 +0.5%

For the nominal drive cycle (OCTA), the unaugmented SDP controller outperforms the MASDP

outright. However, this is not unexpected. Referring back to Figure 7.1, robust control provides a

trade-off between performance at nominal operating conditions and performance in uncertain oper-

ating conditions. A drop in performance on the nominal drive cycle was expected—the important
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question is whether or not performance in uncertain conditions increase enough to make the robust

control worthwhile.

Although the performance on the nominal drive cycle declines slightly, each of the remaining

drive cycles experiences increased fuel economy for at least some values of q > 0. In the case

of the HD-UDDS, CSHVR, and WVUC cycles, the improvement well exceeds the loss in nominal

performance. On the other hand the MBC and WVUS cycles actually see a decrease in performance

for low values of q. However, the MASDP improves the MBC fuel economy for 0.08 ≤ q ≤ 0.11

and improves the WVUS fuel economy for 0.05 ≤ q ≤ 0.1.

In particular q = 0.08 offers the best improvement when considering all six drive cycles. How-

ever, after q = 0.1 the overall performance of the MASDP controller begins to drop, and after

q = 0.12 the MASDP controller is uniformly worse than conventional SDP. This indicates that

the control has become too robust and too conservative. Referring back to Figure 7.1, one could

consider the class of driving condition uncertainties to fall entirely under the “high-performance”

controller: very high q provides robustness to a degree of uncertainty that the bus does not expe-

rience, resulting in an inefficient controller.

Both the SDP and MASDP appear capable of getting close to the DDP results. Not unexpect-

edly, the SDP fuel economy comes closest to the DDP result for the OCTA simulation, where it

is 3.3% less than DDP. On uncertain driving conditions, the SDP fuel economy is instead between

5.4% and 8.2% less than the DDP results.

7.4. Case Study: Aging-Aware Energy Management

This next section explores applying the MASDP method to aging-aware energy management.

Considering the same electric bus with hybrid energy storage used in previous chapters, we first

explore the characteristics of an SDP controller and infer how the addition of minimax control might

impact the energy management behavior. Next, several MASDP-based controllers are developed

and simulated to confirm the inferred expectations. Simulation results and the impact of minimax

control on HESS energy management are then discussed.

7.4.1. Justification for Minimax Augmentation. This study begins by looking more in

depth at the SDP-ECX results from Chapter 5 for the Npc = 100 case—that is, an electric bus
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with hybrid energy storage simulated using the SDP-ECX energy management strategy from Sec-

tion 5.3 designed and simulated on the Manhattan Bus Cycle following the procedure established

in Section 5.4.

Recall the ECX cost function, a weighted combination of three terms.

L(x, u, w) = Costbatt∆D + CostelecEloss + CostUC∆SoA (7.18)

How might the minimax augmentation affect the response? In other words, how will MASDP

control balance these three cost terms differently? The “goal” of the minimax approach is to

minimize maximum values—peaks—in the instantaneous cost. If a particular cost function term is

prone to large peak values, it can be expected that the minimax augmentation will work towards

that term and those peak values over other terms. Standard deviation and the coefficient of

variation (that is, relative covariance) are used to assess how the different terms of Equation (7.18)

contribute to the overall cost. For an arbitrary variable a with mean µa and standard deviation

σa, the coefficient of variation is defined as

cv,a =
σa
µa

(7.19)

If a term has high standard deviation and coefficient of covariance, the term contributes to total

cost in spurts; periods of little cost followed by peaks of large cost. If standard deviation and

coefficient of covariance is low, then the term contributes to the total cost steadily with minimal

peaks.

The components of Equation (7.18) are separated into three separate parts.

cbatt(t) = Costbatt∆D(t) (7.20)

celec(t) = CostelecEloss(t) (7.21)

cuc(t) = CostUC∆SoA(t) (7.22)

Each of these terms is evaluated from simulation results, and their statistical measures at the

battery’s beginning of life are obtained and given in Table 7.4. Based on these measures, it appears

that the battery cost term experiences the type of peaking that minimax augmentation would work

against: the standard deviation is nearly twice the mean, and the relative covariance exceeds that
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of other terms. This makes some intuitive sense: battery degradation grows exponentially with

discharge depth and current, and it is not surprising that these exponential relationships can lead

to large peaks in cost. Figure 7.7 confirms this behavior, plotting a window of the time-history of

cbatt as measured from simulation.

Table 7.4. Statistical measures of cost terms from SDP-ECX simulation results
on MBC.

Variable
µ σ

cv
max

(×10−6) (×10−6) (×10−6)

cbatt 261.5 512.8 1.96 5308.3

celec 31.2 0.48 0.015 38.9

cuc 22.7 32.4 1.42 223.9
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Figure 7.7. Comparison of components of instantaneous cost in SDP-ECX control.

So, it is expected that minimax augmentation will work to reduce the cost of battery damage

at the expense of increasing the other cost terms. MASDP’s q-parameter, then, would act as a

“tuning knob” on the fuel consumption/battery aging trade-off curve.

Recall that the control-oriented HESS models used developed the SDP control strategy are sim-

plified versions of the full models used for simulation; discrepancies between these simplified models

and the full models can be sources of error that diminish control performance. For instance, the
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control-oriented model uses a quasistatic battery model and 1st-order ultracapacitor model, while

the simulation model uses a 2nd-order battery and 4th-order ultracapacitor to better approximate

real energy storage components. As discussed in Section 2.3.1, the battery damage over a single

time-step is only approximated; the true aging over the drive cycle cannot be known until the

discharge cycle is complete.

Alternatively, the DP optimization process relies on discretization of the controller variables

into grids of points, and the cost-to-go update function relies on interpolating from within this grid.

Battery dynamics, battery aging, and ultracapacitor aging all are highly nonlinear processes, so

interpolation will introduce measurable error into the DP optimization routine.

To wit, the nature of SDP control development, especially for aging-aware energy management,

unavoidably includes model uncertainties. MASDP serves as an approach to robustify control

against uncertainties, and analysis of the SDP results indicate that MASDP control would further

increase battery lifespan versus SDP. Collectively, this points to MASDP control being an approach

that should be applied to optimizing energy management.

7.4.2. MASDP for Aging-Aware Energy Management. Using the same vehicle model

as the original SDP-ECX controller from Chapter 5, twelve total MASDP-ECX energy management

strategies are developed, with q-parameter ranging from 0.01 to 0.12 in intervals of 0.01 and designed

on the Manhattan Bus Cycle. Each controller is applied to the test vehicle and simulated on the

Manhattan Bus Cycle following the procedure established in Section 5.4.

First, it is verified that the MASDP control follows the expectations laid out in the previous

subsection. Figure 7.8(a) shows that increasing the amount of minimax control decreases the mean

cost of battery damage, while Figure 7.8(b) and (c) shows in increase to the mean UC aging cost

and mean energy cost the trade-off for increased battery lifespan. Each mean value is seen to

converge as q is increased, indicating a limit to the affects of minimax augmentation. Notably,

the drop in battery aging costs is greater than the increase in energy and UC aging costs for any

given q value. the Figure 7.9 compares the time-history cbatt term for the SDP control and MASDP

control at q = 0.1. Here, it can be seen that the MASDP control lowers the peak battery damage

values as expected.
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Figure 7.8. Effect of q-parameter tuning on (a) battery aging costs, (b) UC aging
costs, and (c) energy costs for the ECX strategy using SDP and MASDP.
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Figure 7.9. Comparison of battery instantaneous cost, SDP vs. MASDP.

Next, Figure 7.10 compares the resulting battery lifespan and economic benefit between the

DDP, SDP, and MASDP results. The results of Figure 7.8 are reflected in Figure 7.10: In Fig-

ure 7.10(a), we see the battery lifespan grow while fuel economy decreases as the degree of minimax

control is increased, correlating with the decrease in battery damage and increase in energy losses

seen earlier. Likewise, Figure 7.10(b) shows the economic benefit increasing with q, corresponding

to how Figure 7.8 showed the decrease in battery aging costs to exceed the increase in energy and

UC aging costs. Additionally, the lifespan and economic benefits are both seen to converge as q

is increased. Overall, MASDP’s lifespan increase over the nominal battery lifespan is up to 9.8%
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greater than that of SDP. MASDP also offers a 9.2% increase in economic benefit relative to the

SDP controller.
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Figure 7.10. Comparison of energy consumption with (a) battery lifespan and (b)
economic benefit for DDP, SDP, and MASDP controllers.

Finally, the above experiments are repeated using the power law aging model rather than the

cycle counting aging model—it is important to verify that the improvements from MASDP apply

to all models of battery aging and are not a product of a specific modeling choice. DDP-ECX,

SDP-ECX, and MASDP-ECX controllers are developed using the power law aging model. MASDP

is designed for q = 0.04 to q = 0.16 at 0.04 intervals. Each controller is applied to the test vehicle,

which now uses the power law aging model as well, and is simulated on the Manhattan Bus Cycle

following the procedure established in Section 5.4.

Figure 7.11 shows the resulting lifespan and economic benefit from minimax augmentation. On

the power-law aging model, MASDP’s lifespan increase over the nominal battery lifespan is up to

10.2% greater than that of SDP. MASDP also offers a 7.0% increase in economic benefit relative to

the SDP controller. In line with what was seen in cycle-counting, the benefit of MASDP increases

with q up until approximately q = 0.12 before leveling off.

Overall, these results show that the newly developed MASDP method is a strong choice for

aging-aware energy management. MASDP offers clear improvements to battery lifespan and eco-

nomic benefit over SDP regardless of the type of aging model being considered.
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Figure 7.11. Comparison of energy consumption with (a) battery lifespan and (b)
economic benefit for DDP, SDP, and MASDP controllers using power law aging
model.

7.5. Conclusion

This chapter proposes a new control concept for hybrid vehicle energy management. The

proposes control strategy augments SDP with MDP was proposed in order leverage the robustness

to uncertainty that comes from the minimax principle. The goal of the proposed approachs is to

improve the robustness of SDP with regards to driving condition uncertainty. This controller could

be used in place of or perhaps alongside drive-cycle identification algorithms, which are used to

schedule different controllers to changing driving conditions.

Two applications of MASDP control were demonstrated. First, the MASDP controller was

applied to a SHEB and simulated on six different heavy-duty drive cycles, one upon which the

MASDP controller was trained and five that can be considered “uncertain” driving conditions.

The MASDP tuning parameter q was varied from 0.03 to 0.12 in order to observe the impact

of different degrees of minimax control. Simulation results showed that although performance

on nominal operating conditions suffered compared to SDP, fuel economy on uncertain driving

conditions improved by up to 3%.

The second application applied MASDP control to aging-aware energy management of an elec-

tric bus with hybrid energy storage. The results of an SDP controller were investigated, and from

them it was inferred that minimax augmentation could act as a tuning knob to trade a increase in
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battery lifespan for a decrease in fuel economy. Simulation results confirmed this inference, and it

was shown on both the cycle-counting aging model and power-law aging model that the inclusion

of minimax control improved the overall economic benefit of the HESS.

Although this research was carried out on single vehicle topologies (an SHEV for the first

application and an EV with HESS for the second application), it is expected that it could perform

similarly well on other vehicle types as well as for non-heavy duty vehicles like passenger cars.

The limiting factor on how well this controller performs is how often its vehicle faces uncertain

operating conditions or the degree of modeling error in the control development, which can occur

for any vehicle type. Future research will apply the MASDP approach to these other APV topologies

and will compare this method to other methods of handling uncertain driving conditions, such as

adaptive ECMS and various forms of drive cycle identification. Other forms of uncertainty, such

as variable passenger loads along a bus route—should be investigated. Additionally, the benefits

of MASDP control on battery lifespan should be investigated for other APV topologies and should

be considered jointly with forms of uncertainty.
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CHAPTER 8

Conclusions

8.1. General Remarks

The aim of this project was to analyze the relationship between fuel economy and battery

aging in HD-APVs, especially buses, and to propose new ways to the reduce trade-off between the

two. A review of existing and ongoing work by other researchers identified gaps in the literature

regarding on-board photovoltaics, optimal control of hybrid energy storage, and the robustness of

aging-aware energy management. This research applied a systems-level approach, focusing on how

the powertrain subsystems interact and what new subsystems can be added and controlled decrease

battery lifespan while maintaining or increasing energy efficiency. Four studies were carried out

with the aim of improving this trade-off.

The first study was to investigate supplementing an electric bus’s battery with on-board photo-

voltaic modules. OBPV was considered to be particularly well-suited to EVs operating with large

batteries for long hours, as PV power could the battery’s charge throughput but not affect dynamic

aging factors like large currents. An on-board photovoltaics model was created to analyze their

impact on electric bus range and battery lifespan. Photovoltaic systems that cover the bus roof

and bus sides were considered as the bus model was simulated on a suburban bus drive cycle on a

bus route in Davis, CA, for a representative sample of yearly weather conditions.

For the particular application studied, roof-mounted panels were shown to increase vehicle

driving range by 4.7% on average annually, while roof and side modules together increased driving

range by 8.9%. However, variations in weather conditions meant that this additional range was

not reliably available. For constant vehicle range, rooftop photovoltaic modules extended battery

cycle life by up to 10% while modules on both the roof and sides extended battery cycle life

by up to 19% by reducing the discharge depth of the battery. Additionally, the OBPV proved

to be more cost effective than the control cases, increasing battery size. Although side-mounted
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photovoltaics increased cycle life and range, they were less weight- and cost-effective compared to

the roof-mounted panels.

For electric vehicles with smaller batteries or for hybrid vehicles operating in a charge depletion

mode, large current spikes from acceleration and braking can be a major cause of battery wear. The

second study looked at hybrid energy storage—pairing a lithium battery with an ultracapacitor—

to reduce these spikes and improve battery aging. Existing literature had developed a plethora of

methods to utilize the HESS for aging control, however these existing methods had not considered

the impact of ultracapacitor aging. A new energy management strategy that jointly optimized for

battery aging, UC aging, and energy losses was developed and tested for an array of HESS sizings.

Simulation results showed that the newly proposed energy management strategy offered the

best improvement to the aging-energy consumption trade-off across all considered HESS sizes. At

the largest UC size, this strategy offered a 16.4% increase to battery lifespan and required only

a 2.8% decrease in MPGe. The existing method that controlled battery aging and energy losses

but not ultracapacitor aging was highly effective at increasing battery lifespan but achieved these

results at the expense of significant ultracapacitor aging, resulting in a worse overall cost-benefit.

Without UC aging control and at small UC sizes, the UC could even age faster than the battery.

UC aging control did not require any new state variables to implement and ensured the UC aged

at a slow rate, roughly 13% to 15% of the rate of the battery, depending on UC size.

The prior two studies had used a cycle-counting method for measuring battery aging, and the

aging-aware control introduced in Chapter 5 specifically used a form of cycle-counting adapted for

control. However these studies as well as most other studies in the literature take for granted the

accuracy of the controller’s aging model, despite a wide variety of aging models available. The

third study in this dissertation looked at the robustness of the aging-aware energy management

to variations in the battery aging mechanism. Aging-aware controllers were designed using the

strategy from the prior study and using two different aging models, a cycle-counting model and a

power-law model. These controllers were then simulated on cases where the simulated aging model

matched the model used in control and where the simulated aging model differed.

Simulation results first showed the method proposed in Chapter 5 performed well for both aging

models when the controller model match the “true” model. However when testing for robustness,

simulation results showed that an energy management system designed with the “incorrect” aging
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model had degraded performance: controllers designed with the “wrong” aging model resulted in

minimal benefit to the HESS, with controllers designed with the power-law aging model faring

worse. A simple aging-rate adjustment was proposed for the controller design: multiplying the

“cost” of battery damage by the ratio of measured aging to modeled aging. This correction factor

improved the performance in the face of uncertainty for the two controllers using linear damage

accumulation, such that they was nearly on par with energy management not facing uncertainty.

On the other hand, the simple adjustment failed to improve the performance of the controller using

the full power-law dynamics when subject to aging model uncertainty.

Continuing in the theme of robust control, the fourth study introduced a new energy man-

agement concept that incorporates elements of minimax dynamic programming to a stochastic

dynamic programming strategy. An SDP controller optimizes for expected costs while the mini-

max element instead optimizes against potential worst-case (maximal) future costs. By augmenting

SDP with MDP, the energy management can be made robust to uncertainties and modeling errors.

This method is first demonstrated on a series hybrid electric bus model. Robustness to uncertain

driving conditions is tested by simulating on a variety of heavy-duty vehicle drive cycles that differ

from the drive cycle on which the EMS was trained. It was found that using minimax control could

increase the vehicle fuel economy on multiple uncertain driving conditions by up to 3%, with a

trade-off of decreased fuel economy when the driving conditions match the designed conditions.

The second application applied MASDP control to aging-aware energy management of an elec-

tric bus with hybrid energy storage. Based on results of the aging-aware SDP control developed

in Chapter 5, it was inferred that minimax augmentation could act as a tuning knob to trade a

increase in battery lifespan for a decrease in fuel economy. Simulation was then used test the min-

imax augmentation considering both the cycle-counting and power-law aging models, and it was

shown that the inclusion of minimax control improved the overall economic benefit of the HESS by

reducing battery aging to a greater degree than it increased energy consumption.
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8.2. Future Work

The main objectives set out for this project have been accomplished: this work promotes a

refined understanding of the trade-offs between fuel consumption and battery aging and demon-

strates several approaches to ensure battery lifespan can be extended in the most economical way

possible. However, there are several avenues of research that warrant further investigation.

All studies in this work rely on simulation to investigate vehicle performance and battery aging.

The foremost need for future research is experimental validation of the results presented here from

simulation.

In the case of on-board photovoltaics, results are only provided for a transit bus operating

in Davis, CA. However, a framework has been provided to assess the viability of OBPV for any

particular vehicle or location. Future work can apply this framework to develop general rules for

what applications benefit from OBPV. Additionally, while existing literature has shown the fuel

economy benefits of OBPV for hybrid-electric vehicles, their impact on HEV battery lifespan must

still be investigated.

Regarding optimal aging-aware control of a HESS, future work for should consider optimization

of the ultracapacitor sizing, given the proposed new methods of energy management. It was shown

that a smaller HESS was more prone to ultracapacitor aging, meaning existing work on optimal

UC sizing may need to be reevaluated when considering UC aging. Other energy management

strategies should be considered and compared to the methods here, such as DDP formed into a rule

base, model predictive control, or on-line applications of the Equivalent Consumption Minimization

Strategy. Additionally, the approach of including UC aging control in the energy management

strategy should be extended to HEV energy management for cases where an HEV makes use of a

HESS.

The study on aging model robustness showed that battery aging control developed with the

power law aging method was not robust to aging model variations. Future work should consid-

ered ways to improve the robustness of this method, including to other forms of uncertainty like

variations on the model parameters. Other forms of robustification could be considered for aging

control, such as a strategy that jointly controls both the throughput and cycle counting damage

models could be developed, although this might create issues with the curse of dimensionality.

The proposed strategies could be tested against a wider array of uncertainties. This might include
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increased model aging variation such as a higher-fidelity aging model or variation in aging model

parameters. Sensitivity of the controller to changes in component and energy prices (that is, the

weights used to optimize the control) should also be studied in more depth.

Although the effect of minimax augmented control was only studied for single vehicle topologies

(an SHEV for the first application and an EV with HESS for the second application), it is expected

that it could perform similarly well on other powertrain topologies as well as for non-heavy duty

vehicles like passenger cars. The limiting factor on how well this controller performs is how often

its vehicle faces uncertain operating conditions or the degree of modeling error in the control

development, which can occur for any vehicle size or type. Future research will apply the MASDP

approach to these other APV topologies and will compare this method to other methods of handling

uncertain driving conditions, such as adaptive ECMS and various forms of drive cycle identification.

Robustification against other forms of uncertainty, such as variable passenger loads along a bus

route, should be investigated as well. Finally, the benefits of MASDP control on battery lifespan

should be investigated for other APV topologies and should be considered jointly with forms of

uncertainty.
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