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Abstract 

Developing circuits form in a highly specific manner, reliant on a number of steps including 

proliferation, differentiation, and synapse formation. However, developmental connection 

specificity is still poorly understood, particularly in subcortical structures such as the striatum, 

which represents a fundamental processing hub in the brain, as we explore in chapter one. Since 

developing striatal circuitry is vastly susceptible to alterations in genetic programming, any 

perturbations in network configuration can last into adulthood, and underlie the pathogenesis 

of a number of disorders, including autism spectrum disorder (ASD). In this thesis we 

hypothesised that certain cell populations critically shape the formation of functional striatal 

circuits, such that manipulating their genetic identity will cause abnormal wiring and network 

activity. 

In chapter two, we aimed to describe how genetic regulation of developing striatal interneuron 

circuitry is vital for maintaining developmental trajectory. We show that both cholinergic 

interneurons (CINs) and parvalbumin positive inhibitory interneurons (PV-INs) express the 

ETV1/Er81 transcription factor, which has a key role in regulating cell identity and activity. In 

the absence of Er81, we discovered developmental changes to striatal interneuron morphology, 

electrophysiology, and connectivity, which impacts striatal function and associated behaviour. 

In the third chapter, we demonstrated how striatal circuitry is highly dependent on 

neuromodulatory inputs. Very little is known about serotonergic inputs to the striatum and how 

their specific targeting is regulated during development, as well as how this innervation is 

important for behaviour. We found that Er81 is expressed in serotonergic neurons in the dorsal 

raphe nucleus, and is a key regulator of neuromodulatory signalling. We show that the absence 

of Er81 alters serotonergic cell function and raphe-striatal innervation, as well as motor and 

anxiety-like behaviour. 

Striatal circuitry is susceptible to reshaping following altered genetic programming, which is 

reminiscent of many neuropathological disorders. As very little is known about the contribution 

of interneurons to ASD, in chapter four we investigated how these cells are impacted in the 

Cntnap2 knockout mouse model of ASD. We followed their maturation across embryonic and 

early postnatal stages and found increased cell proliferation and apoptosis, as well as further 

molecular and functional changes specifically to cholinergic interneurons. This unveils some 

of the mechanisms underlying the shift in the developmental trajectory of striatal interneurons, 

which greatly contribute to ASD pathogenesis. 
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Together, we have found that striatal interneuron development is a highly intricate and regulated 

process; and show for the first time that deviations from typical genetic programming cascades 

and developmental trajectory cause the reshaping of striatal circuitry, leading to subsequent 

functional and behavioural alterations. This is especially pertinent in neuropathological 

disorders such as ASD, where perturbations to network formation and the excitation-inhibition 

balance are hallmarks of the disorder. 
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Chapter 1:  

Introduction 

One of the greatest questions in neuroscience is how the brain develops from single cells to a 

vast, highly specific, and functional neuronal network. During the early stages of life, the brain 

passes through many states, from hyperconnectivity within an overpopulated system to a 

restricted population of neurons that connect precisely and form circuitry capable of facilitating 

complex behaviours and higher order processing (Stiles and Jernigan 2010). Throughout this 

entire process, the brain remains highly plastic, susceptible to both its surroundings and intrinsic 

gene expression (Kolb and Gibb 2011). We still do not fully understand the mechanisms by 

which these vast genetic networks control the progression of development, and there is still an 

element of complexity regarding the interaction between genetic regulation, intrinsic neuronal 

and brain activity, and resulting alterations in behaviour, including the emergence of 

neuropathological disorders. Dissecting the genetic networks regulating neuron activity within 

specific circuits, and subsequently how shifted circuit formation can regulate behaviour is vital 

for our understanding of brain development and will give insights into both mechanisms of 

typical development and those underlying pathology.  

1.1 Genetic and Activity-Dependent Mechanisms Regulating Development 

Developmental processes are highly regulated, comprising a series of scheduled events that are 

governed by intrinsic genetic cascades and a dynamic external molecular signalling 

environment (Figure 1.1A)  (Fox et al. 2010). Gene expression in the developing brain is tightly 

regulated, eventuating in a highly specific spatiotemporal map of protein expression across the 

developing brain that acts to control network formation (Dillman and Cookson 2014). The 

specific pattern of expression of these molecular factors is reliant on a number of pre- and post-

transcriptional mechanisms, including transcription factor mediated control of gene 

transcription, post-transcriptional control of gene translation, and epigenetic mechanisms 

(Dillman and Cookson 2014). Furthermore, the influence of activity in conjunction with genetic 

regulation has been long established, and electrical activity is known to regulate all stages of 

development, both directly, and via influencing activity-dependent gene expression (Spitzer 

2006, Flavell and Greenberg 2008, Kolb and Gibb 2011). The correct progression and timing 

of developmental events is vital (Dehorter and Del Pino 2020), and the balance and interaction 

of activity and genetic factors in regulating developmental processes, and subsequent behaviour 

are still relatively unknown, though it has been suggested that activity-dependent genes are 

what links cell and circuit activity with behaviour (Yap and Greenberg 2018). Recent studies 
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have found that several early response genes are upregulated following neuron membrane 

depolarisation, some of which are associated with neuropsychiatric disorders (Boulting et al. 

2021). Similarly, sensory experiences can induce neuronal circuit remodelling, mediated by the 

expression of specific molecular factors (Cheadle et al. 2020). As such, variations to signalling 

cascades and fluctuations in activity levels can lead to the malformation and dysfunction of 

neuronal circuits and can thus result in neurodevelopmental disorders (Marsh et al. 2008, Fleiss 

et al. 2019), emphasising the importance of understanding these basic mechanisms for 

uncovering disease aetiology.  

1.1.1 Embryonic Proliferation 

Cell proliferation occurs during the earliest stages of development to produce neurons that will 

populate the brain. In the embryonic brain, pools of neural progenitor cells exist in transitory 

structures (from approximately embryonic day (E)11-E18) lining the major lateral ventricle 

(Martinez-Cerdeno and Noctor 2018). Some of the major pools are known as the medial, lateral, 

and caudal ganglionic eminences (MGE, LGE, CGE; Figure 1.1B). There are also cortical 

proliferative zones, which lie dorsal to the ganglionic eminences, and more ventral zones such 

as the pre-optic area (PoA) and septal epithelium. The ganglionic eminences are known to be 

neurochemically diverse, with heterogenous combinatorial molecular expression patterns 

(Flames and Hobert 2009). Thus specific classes of neurons are known to arise from these 

different regions, as they are already somewhat fate determined. For example, it is known that 

the majority of cortical and striatal interneurons originate in the MGE (Figure 1.1B), whilst 

striatum-fated projection neurons originate in the LGE (Marin et al. 2000, Butt et al. 2005, 

Waclaw et al. 2009). Furthermore, proliferative processes are tightly transcriptionally 

regulated; for example, the expression of the transcriptional coregulator Prdm16 (PR domain 

containing 16) in the MGE is essential for maintaining proliferative ability and producing the 

correct number of interneurons (Turrero Garcia et al. 2020). This is one of many genetic factors 

that function as part of signalling cascades to control proliferation during embryogenesis.  

In addition to genetic programs already in place, the surrounding environment in the transient 

structures also governs neurogenesis. Excitatory neurotransmitter-mediated signalling can 

regulate proliferation by depolarising progenitor cells via calcium transients, inhibiting DNA 

synthesis and limiting proliferation in some cases (LoTurco et al. 1995, Liu et al. 2005), whilst 

doing the opposite and stimulating proliferation in others (Fiszman et al. 1999, Spitzer 2006).  
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Figure 1.1: Mechanisms of Development 

A. Stages of development occur chronologically, comprising of conserved events necessary for building a 

functional neuronal network. B. Interneurons migrate from the medial ganglionic eminence (MGE), where they 

are born, to their final positions in the cortex and striatum. Selection of these structures coincides with the cells’ 

upregulation or downregulation of the Nkx2.1 transcription factor. C. Generalised morphological development of 

a neuron, including dendritic and axonal maturation and connection formation. 
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1.1.2 Migration 

Neuronal migration is a highly coordinated process that involves the movement of post-mitotic 

neurons from their site of origin in proliferative zones to their appropriate position in the brain 

(Stiles and Jernigan 2010, Martinez-Cerdeno and Noctor 2018). Migration occurs during mid-

embryonic stages and is guided by both intrinsic molecular identifiers and extrinsic signalling 

factors that determine a neuron’s target destination. A key example is the tangential migration 

of interneurons derived in the MGE to their final positions in the cortex and striatum, which 

generally begins at E12 (Nadarajah et al. 2001, Guo and Anton 2014, Deans et al. 2015). 

Genetic factor expression in the developing MGE determines both the overall ability of post-

mitotic neurons to migrate and also specifies their final location. The LIM homeobox domain 

6 (Lhx6) transcription factor is expressed in post-mitotic MGE-derived neurons; its expression 

is necessary for the migration of these cells, and ablating it severely disrupts their localisation 

across cortical layers (Liodis et al. 2007). Nkx2.1 is a homeodomain transcription factor that is 

expressed in MGE-derived progenitor cells and is necessary for correct mature neuron fate (Butt 

et al. 2008). Postmitotic neurons fated to migrate to the cortex will downregulate Nkx2.1 

expression, whereas those fated for the striatum will maintain their expression of Nkx2.1 

(Nobrega-Pereira and Marin 2009) (Figure 1.1B). This is also in conjunction with guidance 

receptors, whereby Nkx2.1 expression regulates the expression of neuropilin-2, a receptor for 

chemorepulsive Semaphorin molecules. Migrating neurons downregulating Nkx2.1 increase 

their expression of the Neuropilin 2 receptor and are susceptible to Semaphorin molecules 

present in the striatum, thus guiding them away and towards the cortex (Nobrega-Pereira and 

Marin 2009, Villar-Cervino et al. 2015). A reciprocal mechanism also guides striatum-fated 

cells away from the cortex, as they express Ephrin receptors sensitive to chemorepulsion from 

the Ephrins expressed in the cortex (Villar-Cervino et al. 2015). In addition to molecular 

signalling, migratory processes also rely on activity levels. It is known that migrating 

interneurons are directed to their final position by electrical activity cues (De Marco Garcia et 

al. 2011, De Marco Garcia et al. 2015). Survivability and circuit integration are also determined 

by the intrinsic activity levels of migrating neurons (Lim et al. 2018). Together, both intrinsic 

and environmental molecular signalling alongside intrinsic and environmental electrical 

activity regulate migration to enable neurons to arrive to the correct position and begin further 

maturation processes.  
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1.1.3 Differentiation 

A diverse population of neurons is a key feature of a neural network, vital for supporting 

information transmission and higher order processing (Fishell and Rudy 2011, Kepecs and 

Fishell 2014). Stages of differentiation finely organise molecular, morphological, and 

functional properties of neurons (Stiles and Jernigan 2010); these processes are fundamentally 

regulated by complex genetic signalling cascades, however other factors can also play a role. 

Diversity begins to arise as neurons are born throughout proliferative periods, governed by 

when and where neurons are generated from progenitors (Kao and Lee 2010, Telley et al. 2019). 

The temporal specification of neuronal identity is evident in a number of examples. The 

birthdate of cortical projection neurons in the neocortical proliferative zone dictates their final 

position within the laminar structure of the cortex, with early-born (E10-13) neurons occupying 

the deeper layers and late-born (E13-17) neurons migrating past these cells and populating the 

upper cortical layers (Molyneaux et al. 2007). Similarly, early- and late-born striatum-fated 

interneurons generated in the MGE are under separate transcriptional regulation; the 

transcription factors Mash1 (proneural basic helix-loop-helix transcription factor) and Dlx1/2 

(distal-less homeobox 1/2) regulate the differentiation of early-born and late-born interneurons 

respectively (Marin et al. 2000).  

Precise progenitor location also contributes to differentiation. Combinatorial gene expression 

in proliferative regions translates to progenitor sub-domains that govern cellular diversity 

(Flames et al. 2007). For example, the LGE produces both striatal projection neurons and 

olfactory bulb interneurons; the expression of the LIM homeobox protein Islet1 (Isl1) and the 

ETS transcription factor Etv1/Er81 (E-twenty-six translocation variant 1) within separate 

progenitor subdomains respectively delineate the fate of these two neuronal populations 

(Stenman et al. 2003).  

In addition to molecular mechanisms, environmental influences play a crucial role in neuronal 

differentiation. The excitability of cells across their developmental trajectory plays a role in 

determining their identity, particularly in regards to neurotransmitter specification (Spitzer 

2006). Characteristics of spontaneous calcium activity in developing neurons regulate their 

expression of excitatory versus inhibitory neurotransmitters; with shifts towards more 

excitation following the suppression of activity, and vice-versa (Borodinsky et al. 2004). Thus, 

as neurons mature, they are susceptible to a number of influences governing their identity, both 

genetic and activity-dependent. However, some stages of development are more plastic than 

others; the localisation of cells within the brain is established by early postnatal stages (P0-P2), 
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and yet other aspects of differentiation, such as the morphological development and refinement 

of neurons, are changeable until even adulthood (Jabaudon 2017).  

1.1.4 Morphological Development 

The morphological development of neurons is essential for the maturation of neural circuitry, 

and correlates with physiological changes in neurons (Allene et al. 2012). These processes are 

complex and reliant on coordination between intrinsic and extrinsic signalling to occur 

correctly. Specific patterns of regulatory and terminal selector genes that identify individual 

neuron populations, as discussed above, also govern the morphological and functional 

properties of these neurons (Hobert et al. 2010). 

Immature neurons have simple morphology, generally only exhibiting a leading process and a 

developing axon (Kawauchi 2015). In order to form connections with other neurons, be it 

locally or distally, the axon must elongate and find its target. Axon elongation is mediated by 

the growth cone, a structure located at the end of a growing axon, which is highly dynamic and 

responsive to both intrinsic and extrinsic cues. Extrinsic guidance cues in the surrounding 

extracellular environment can repel or attract the axonal growth cone via receptors on the 

growth cone membrane (Tamariz and Varela-Echavarria 2015). In response to these molecular 

cues, the growth cone and axon will adjust by changing their cytoskeletal organisation to 

mediate growth and direction of elongation (Tamariz and Varela-Echavarria 2015). In addition, 

dendritic arborisation must occur at the same time. Neurons have type-specific diverse dendritic 

properties, and many structures rely on morphological diversity for circuit function (Jan and 

Jan 2010, Reimann et al. 2017). Dendritic arborisation and organisation have been found to be 

dependent on a number of factors: transcription factor signalling, receptor activation and 

activity, extrinsic signalling cues, and local environmental factors are all implicated in 

regulating the development of the dendritic tree (Jan and Jan 2010). For example, Dlx1 and 

Dlx2 regulate the morphology of cortical interneurons, whereby ablating both of these 

transcription factors results in impaired neurite outgrowth (Butt et al. 2007). Similarly, 

enhancing the excitability of olfactory bulb adult-born neurons downregulates the expression 

of activity-dependent genes regulating neuron morphology, resulting in decreased dendrite 

complexity and outgrowth (Li et al. 2023). Neuron morphology subsequently contributes to cell 

connectivity and network formation, dependent on the extent of axonal and dendritic overlap 

(Reimann et al. 2017).  
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1.1.5 Connection Formation 

The formation of connections between cells is a finely-tuned process and is especially reliant 

on both genetic instructions and cellular activity (West and Greenberg 2011). Studies in a 

number of brain structures have shown a conserved series of events to establish connections via 

synchronous activity that begins as early as embryonic stages, before any circuitry is being 

established, when immature cells display intrinsic waves of spontaneous calcium dependent 

activity (Kerschensteiner 2014, Luhmann et al. 2016). During late embryonic and perinatal 

developmental stages, connections between neurons begin to form. During the first two 

postnatal weeks, a high prevalence of electrical synapses known as gap junctions, that connect 

adjacent cells physically, occur across the brain (Peinado et al. 1993, Eugenin et al. 2012, 

Belousov and Fontes 2013) (Figure 1.2A). Gap junctions during early development are 

necessary for future circuit development and maturation, as they are the first form of 

connectivity between neurons, and thus vital for activity synchronisation. Gap junctions allow 

for the rapid exchange of signalling ions such as calcium and sodium, and molecules such as 

cyclic AMP (adenosine monophosphate) and IP3 (inositol triphosphate) (Belousov and Fontes 

2013), and are composed of two connexin subunit hemichannels forming an intercellular 

channel (Figure 1.2A). As such, the presence of gap junctions at early stages of development 

has also been confirmed by increased connexin 36 expression, a protein specific for neuronal 

gap junctions (Belousov and Fontes 2013). During development, electrically connected small 

assemblies of neurons exhibit synchronised calcium plateaus that are mediated by voltage gated 

calcium currents (Crepel et al. 2007). These are referred to as synchronous plateau assemblies 

(SPAs) and have been documented in the cortex (Allene and Cossart 2010), hippocampus 

(Allene et al. 2012), and the striatum (Dehorter et al. 2011), and are postulated to be global to 

the central nervous system (Dehorter et al. 2012).  

Later in development, most gap junction connections are removed to be replaced and 

augmented by chemical synapses, although up to 50% of cells can remain electrically 

connected. There is a period of overlap in this process , including the uncoupling of gap junction 

connections, which is regulated by the excitatory neurotransmitter glutamate and the activation 

of NMDA (N-Methyl-D-aspartic acid) receptors (Arumugam et al. 2005, Belousov and Fontes 

2013). This process is important, as it has also been shown that electrical coupling is necessary 

for chemical synapse formation, and the inhibition of gap junction formation early in 

development causes a decrease in chemical synapses, which never recovers, even into maturity 

(Todd et al. 2010). The formation of chemical synapses is reliant on the selection of appropriate 
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connections and the elimination of inappropriate ones, dependent on existing electrical 

connections. For example, sister neurons born from the same lineage preferentially form strong 

electrical coupling with each other, as opposed to with other adjacent cells; this coupling 

regulates and promotes subsequent chemical synapse formation between these same cells (Yu 

et al. 2012). In addition, genetic factors control the balanced selectivity of chemical synapse 

formation between excitatory and inhibitory synapses (Gatto and Broadie 2010, Favuzzi and 

Rico 2018). 

Chemical synapse formation (Figure 1.2B) begins with target selection, as synapses are only 

formed between specific cells. This is mediated in part by extrinsic guidance molecules 

directing axon elongation (Jabeen and Thirumalai 2018) and is also governed by the diversity 

of the expression of cell type specific surface receptors to aid in cell identification during 

connection formation (de Wit and Ghosh 2016). These surface molecules, including Cadherins 

and Neurexins, support the formation of initial contact, following which the synapse begins to 

form. Molecular control over presynaptic and postsynaptic specialisation occurs, with synaptic 

cell adhesion molecules present both presynaptically and postsynaptically, forming trans-

synaptic connections (Sudhof 2018). In addition, presynaptic Neurexins and postsynaptic 

Neuroligins bind and have a role in inducing various synaptic features such as recruiting 

synaptic vesicles and inducing postsynaptic receptor expression (Jabeen and Thirumalai 2018). 

Following synapse formation, there is a stage of maturation and refinement (Figure 1.2C). 

Changes to the probability of neurotransmitter release occur to strengthen synapses, and 

dendritic spines begin to form (Jabeen and Thirumalai 2018). Chemically connected networks 

continue to generate synchronous calcium waves of activity, known as giant depolarising 

potentials (GDPs). These are the first synapse driven circuit activities, and have been observed 

in a number of structures in vitro (Kasyanov et al. 2004, Mohajerani and Cherubini 2006, 

Dehorter et al. 2011). GDPs are mediated by depolarising glutamatergic and GABAergic (γ-

Aminobutyric acid, an inhibitory neurotransmitter) currents (Dehorter et al. 2012), and are 

necessary for further circuit formation as they strengthen synaptic connections (Griguoli and 

Cherubini 2017). This developmental activity; i.e. calcium plateaus followed by GDPs, are 

purely for the purpose of facilitating neurons to fire together and form functional circuitry. The 

halting of this activity later in development thus signifies circuitry moving towards making 

functional synaptic assemblies, and often correlates with behavioural developmental 

milestones, such as the onset of locomotion (Dehorter et al. 2012).  
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1.1.6 Refinement 

The first waves of refinement occur as cells undergo programmed cell death, or apoptosis. 

Apoptosis is thought to be part of the processes re-balancing the neuronal network and 

removing cells unable to integrate with circuitry. Developmental apoptosis typically occurs 

within the first 10 postnatal days of life (Heumann and Leuba 1983, Ferrer et al. 1990, Spreafico 

et al. 1995), though the timing and incidence is structure specific (White and Barone 2001). 

The cascades of gene expression inducing apoptosis are well known, however the factors 

regulating which cells undergo cell death are still being discovered today (Fricker et al. 2018, 

Hollville et al. 2019). Cell death occurs in both projection neurons and interneurons, and in the 

cortex it has been shown that this occurs at different timepoints within the first two postnatal 

weeks for these two populations (Wong et al. 2018). Generally, intrinsic mechanisms determine 

cell death, however activity has also been found to influence the number of cells undergoing 

apoptosis, as well as which cells undergo apoptosis. For example, elevating the activity of 

Lhx6-expressing cortical interneurons promoted their survivability during apoptotic stages 

(Denaxa et al. 2018). Similarly, activation of cortico-striatal pathways and intrinsic striatal cells 

promoted the survivability of striatal interneurons (Sreenivasan et al. 2022). Apoptosis is a key 

tool for network refinement and the formation of functional circuitry, with many genetic and 

activity-dependent mechanisms regulating its incidence.  

Subsequent to connection formation, there are also stages of refinement in the second and third 

postnatal weeks during which synaptic pruning occurs (Figure 1.2C). Connections form in 

overabundance during development, but the final form of neuronal circuitry is specific. 

Synaptic pruning is largely driven by activity levels and this process is necessary for circuit 

flexibility (Tierney and Nelson 2009). It is well established that changes in neuronal activity 

can cause developmental rewiring; classic experiments by Hubel and Wiesel (1963) showed 

monocular deprivation during development results in the weakening of synapses corresponding 

to the deprived eye and strengthening of synapses corresponding to the open eye. Similarly, 

long-term depression (LTD) is a key mechanism of plasticity contributing to pruning, and also 

occurs in response to activity changes (Faust et al. 2021). The susceptibility of synaptic pruning 

to genetic manipulation and shifts in neuronal activity is largely unknown at the fine scale, with 

some of the only knowledge in this area arising from evidence of abnormal connectivity in 

neurodevelopmental disorders, such as autism spectrum disorder (ASD) and schizophrenia.  

The theory of ASD arising due to the miswiring of the brain has been suggested throughout 

literature (Gatto and Broadie 2010, Long et al. 2016, Vasa et al. 2016, Ajram et al. 2017, Abbott 
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et al. 2018). Most studies contribute to this theory at a global scale, looking at whole brain 

effects and structure connectivity, however, there is some evidence for fine scale alterations to 

circuit formation leading to ASD. For example, shifts in the number of synapses observed in 

ASD compared to controls has been linked to abnormal synaptic pruning mechanisms (Faust et 

al. 2021). Similarly, abnormal microcircuit formation contributes to shifted excitation-

inhibition balance in circuits, which is thought to be another hallmark of ASD (Culotta and 

Penzes 2020).  

  



11 

 

 

Figure 1.2: Connection formation and maintenance during development 

A. Gap junctions facilitate a direct open pore between two cells, causing an electrical connection between neurons. 

This is formed by connexin channels (a connexon comprised of connexin subunits). B. The process of synapse 

formation, from the exploratory extension of the axonal growth cone, to initial synapse assembly, culminating in 

the expression of cell adhesion molecules at the synapse, facilitating a mature and functioning chemical 

connection. C. Schematic of the fluctuations in the number of synapses in the brain across time. Connection 

formation occurs heavily during the first two postnatal weeks (Postnatal day P1-14). This is followed by synaptic 

pruning, where connections are removed to refine the network during the second and third postnatal weeks (P14-

21). 
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1.2 Regulation of the Excitation and Inhibition Balance in the Brain 

Proper neuronal circuit function is reliant on a delicate balance between excitation and 

inhibition. This balance is achieved through mechanisms at cellular, synaptic, and whole 

network levels (He and Cline 2019), and determines the firing rates, patterns, and spatial 

distributions of neuronal activity, which in turn shape the output of neuronal circuitry.  

At the cellular level, intrinsic electrical properties contribute to regulating the excitability of 

neurons, regardless of their identity as excitatory or inhibitory. The combination of intrinsic 

properties, including a cell’s resting membrane potential, input resistance, and action potential 

threshold, all contribute to the responsivity of cells to excitatory and inhibitory inputs, as well 

as their own ability to fire spontaneously (Dunn and Kaczorowski 2019). Neurons can 

subsequently shift their intrinsic excitability in response to changes in surrounding activity to 

maintain a balance within the cell; for example, reducing their excitability in response to the 

overstimulation of excitatory inputs (Campanac et al. 2013). As such, cells have adaptable 

responses to try to maintain the excitation-inhibition balance. Another example is the response 

of cells to decreasing excitatory neurotransmitter receptor expression, which results in less 

excitatory input to cells as expected, but also causes a cell autonomous equal reduction in the 

integration of inhibitory inputs (He and Cline 2019), thus maintaining the overall state of the 

cell. Together, excitatory and inhibitory signals interact to regulate the activity of neurons and 

shape their output, facilitating their role in wider circuitry (Figure 1.3). 

At the level of circuitry, the number of cells, their spatial arrangement, and their connectivity 

governs the excitation-inhibition balance. Balance is maintained not only between the number 

of excitatory and inhibitory cells, but also between the strength of excitatory and inhibitory 

transmitter influence in the circuit (Sohal and Rubenstein 2019). There are of course exceptions; 

neuromodulatory transmitters such as acetylcholine, serotonin, dopamine, and norepinephrine 

that have variable effects on post-synaptic cells, as well as developmental shifts in excitation 

and inhibition. In addition, synaptic balance and plasticity contribute to maintaining equilibrium 

within circuitry. Excitatory neurons, which are typically projection neurons, must balance their 

activity with local inhibitory and modulatory interneurons (Figure 1.3). As such, interneurons 

are vital regulators of the excitation-inhibition balance (Ferguson and Gao 2018). Yet, these 

mechanisms taken together are complex, particularly when considering the vast array of 

interneuron subtypes (Tepper et al. 2010, Tepper et al. 2018).  
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If local neuronal circuitry is imbalanced, this can likely impact the function of whole brain 

structures. The shifted output of a single brain region can break the flow of information and 

lead to behavioural alterations and pathologies. For example a loss in the balance between long-

range corticostriatal excitatory inputs and local striatal inhibitory feedforward inhibition can 

lead to a break down in striatal circuitry and tremors typical of basal ganglia disorders, such as 

Parkinson’s Disease (Oran and Bar-Gad 2018). In addition, excitation-inhibition imbalance is 

a hallmark of ASD (Culotta and Penzes 2020). Elevated excitation, compared to inhibition has 

been described in a number of mouse models of ASD (Figure 1.3) (Antoine et al. 2019, Sohal 

and Rubenstein 2019). Furthermore, the rectification of this imbalance has been shown to 

rescue ASD symptomology and is considered a potential clinical treatment option 

(Selimbeyoglu et al. 2017, Canitano and Palumbi 2021). Yet, mechanisms contributing to this 

imbalance in ASD have not been fully described, particularly in the context of neuromodulatory 

contributions (Figure 1.3).  

 

 

Figure 1.3: The excitation-inhibition balance in the brain is maintained at various levels 

The balance between excitation and inhibition is maintained at a cellular level by balanced excitatory and 

inhibitory inputs to a single cell, controlling its inherent excitability (left). It is also preserved at a circuit level, by 

balanced excitation (blue) and inhibition (pink) in the whole network. This balance is also controlled by 

neuromodulatory cell populations (green). This balance can be altered by the miswiring of neurons which is known 

to occur in ASD, where there is excessive excitation and decreased inhibition. However, we are still unsure of the 

effect of neuromodulators on this balance in ASD (middle). This circuit balance contributes to whole brain 

equilibrium, where structures interact to maintain balance (right).  
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Whilst maintaining the excitation-inhibition balance is crucial in mature circuits, it is even more 

important during development. Several characteristics of the developing brain make its 

excitation-inhibition balance unique. During early development, high intracellular chloride 

concentrations, mediated by chloride co-transporters, mean that GABA receptor activation 

leads to an efflux of chloride and a subsequent depolarisation of the cell (Ben-Ari et al. 2012). 

It is therefore considered an excitatory neurotransmitter, as opposed to inhibitory, as it is in 

mature circuits; GABA does eventually shift to being inhibitory, with low intracellular chloride 

concentrations corresponding to GABA causing the hyperpolarisation of the post-synaptic cell 

(Ben-Ari 2012). Similarly, neurotransmitter switching during development also contributes to 

the excitation-inhibition balance. A cell has the capacity to lose one neurotransmitter, which is 

then replaced by another, for example a GABA releasing cell loses the GABA transmitter and 

gains the ability to release glutamate (Spitzer 2017). This process is dynamic and activity-

dependent, highlighting the complex interplay between excitation and inhibition during 

development. With such intricate regulatory mechanisms, understanding how the excitation-

inhibition balance can shift during development, and the potential repercussions of this, is 

crucial for understanding typical developmental processes and neurodevelopmental pathology.  

1.3 The Impact of Neuromodulatory Control on Circuit Function 

Neuromodulation shapes the overall activity and output of neuronal circuits through complex 

mechanisms. Neuromodulators are a diverse class of signalling molecules that act on specific 

receptors, and can alter the excitability, synaptic strength, and plasticity of neurons. In the 

central nervous system, discrete cell populations are classified as neuromodulatory, dependent 

on their expression of a neuromodulatory neurotransmitter, such as acetylcholine, serotonin, 

and dopamine amongst others. Some key populations are cholinergic neurons, which are 

present in various nuclei throughout the brain (Ahmed et al. 2019), and serotonergic neurons, 

which localise to caudal midbrain and brainstem nuclei (Charnay and Leger 2010). These 

neurons act both locally and via long range projections to regulate various levels of the network, 

particularly during development. The typical impact of neuromodulatory signals is the 

modulation of cell excitability. For example, the application of neuromodulatory transmitters, 

such as acetylcholine and serotonin, during in vitro recordings of neurons results in prolonged 

alterations to the membrane potential (Gadsby et al. 1978, Celada et al. 2013, Ko et al. 2016). 

Additionally, neuromodulatory signals target pre-synaptic probability release and post-synaptic 

receptor expression, via activity-dependent mechanisms, to influence activity at a circuit level 

(Nadim and Bucher 2014, Nelson et al. 2014). Furthermore, direct current responses in post-
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synaptic cells have also been observed (Kassam et al. 2008, Goodfellow et al. 2009). This 

highlights the variety of ways in which neuromodulation can occur to control neuronal 

networks. Subsequently, neuromodulatory influences can also lead to behavioural 

modifications (McCormick et al. 2020). For example, high levels of acetylcholine, compared 

to dopamine, in the striatum have been found to bias excitatory inputs onto indirect-pathway 

spiny projection neurons (SPNs) towards long-term potentiation (LTP), which has been 

suggested to induce a behavioural state of inactivity (Lerner and Kreitzer 2011).  

Whilst neuromodulation widely affects nearly all brain structures, one region that is particularly 

under the influence of various neuromodulatory inputs is the striatum. The striatum receives 

extensive dopaminergic inputs from the substantia nigra (Aosaki et al. 2010, Straub et al. 2014), 

serotonergic inputs from the dorsal raphe nucleus (Waselus et al. 2006, Ren et al. 2019), and 

contains both intrinsic and external acetylcholine (cholinergic interneurons and inputs from the 

pedunculopontine nucleus, respectively), contributing to the striatum having the highest levels 

of acetylcholine in the brain (Macintosh 1941, Lim et al. 2014). As such, the striatum can be 

considered as a hub of neuromodulation.  

1.4 The Striatum 

The striatum has a major role in regulating behaviour (Graybiel and Grafton 2015), and is the 

input structure of the basal ganglia, which is crucial for maintaining the overall excitation-

inhibition balance in the brain (Radulescu et al. 2017). Excitatory commands from the cortex 

and thalamus are relayed to the striatum, which gates and controls these inputs to ensure correct 

balance, before conveying information to the rest of the basal ganglia (Hunnicutt et al. 2016).  

The striatum can be anatomically divided into sections with diverse and specialised roles in 

striatal processing. The dorsal and ventral regions of the striatum, representative of the human 

caudate nucleus and putamen, and the nucleus accumbens, respectively, have entirely distinct 

anatomical circuits, that are involved in separate learning processes (Balleine et al. 2009). In 

addition, the dorsomedial (DMS) and dorsolateral (DLS) striatal areas show further distinction 

in both their anatomy and role. The DMS is attributed with motor learning and goal directed 

behaviour, whereas the DLS is involved with habit formation and action execution (Lim et al. 

2014, Ito and Doya 2015).  

The striatum is composed mainly of inhibitory GABA-releasing spiny projection neurons 

(SPNs, 95%), which project out of the striatum to further areas of the basal ganglia via two 

pathways: the direct and indirect pathways, mediated by the select expression of the D1 or D2 
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dopamine receptors (Calabresi et al. 2014). D1-expressing SPNs project to the globus pallidus 

interna and the substantia nigra pars reticula, forming the direct pathway. The indirect pathway 

is formed by D2-expressing SPN projections to the globus pallidus externa (Calabresi et al. 

2014) (Figure 1.4A). The activation of these two pathways was thought to have opposing 

effects on movement, whereby activating the direct pathway increases movement and activating 

the indirect pathway inhibits movement, however more evidence is pointing to a structural and 

functional overlap between these pathways, likely facilitated by striatal interneuron 

microcircuitry (Calabresi et al. 2014).  

The remaining cells in the striatum (i.e. 5%) are interneurons. These cells innervate locally and 

are categorised into different subtypes based on their molecular identity and their 

morphological and electrophysiological properties (Tepper et al. 2018). Generally, striatal 

interneurons can be either GABAergic or cholinergic (releasing acetylcholine as a 

neurotransmitter) (Figure 1.4B). Within the GABAergic interneuron population, the most 

common are parvalbumin (PV) positive fast spiking interneurons (FSI), which alone account 

for 1% of the total striatal population (Tepper et al. 2010). Also present in the striatum are 

neuropeptide-Y positive (NPY) and somatostatin (SST) positive persistent and low threshold 

spiking (PLTS) GABAergic interneurons (Tepper et al. 2010), which together account for 

approximately 2% of all striatal neurons. In addition, there are further smaller populations of 

interneurons, including tyrosine hydroxylase (TH) positive interneurons, amongst others, which 

are still being fully classified (Xenias et al. 2015, Tepper et al. 2018). These inhibitory 

interneurons have diverse roles in modulating the activity of SPNs and surrounding 

interneurons.  

Striatal cholinergic interneurons (CINs) make up 2-3% of the striatal population. These 

interneurons are the largest in the striatum, and also have unique continuous firing properties. 

They are known as large aspiny interneurons and tonically active neurons (TANs; Figure 1.4C) 

(Atallah et al. 2014). An important aspect of their functionality is that they pause their tonic 

firing in response to a salient stimulus, which is thought to be important for encoding 

information in reward based learning (Kim et al. 2019). Although these neurons have long been 

described as a single population both molecularly and functionally, they are indeed quite diverse 

(Ahmed et al. 2019) (Appendix A).  
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Figure 1.4: The striatum and its circuitry 

A. Excitatory (glutamate) inputs to the striatum from the cortex and thalamus and inhibitory (GABA) outputs via 

the direct and indirect pathways. Direct pathway spiny projection neurons (SPNs) project to the substantia nigra 

pars reticula (SNr) or the globus pallidus interna (not shown). Indirect pathway SPNs project to the SNr via the 

globus pallidus externa (GPe) and subthalamic nucleus (STN). These pathways enact opposing control over the 

SNr (excitatory versus inhibitory), which sends projections to loop back to the cortex via the thalamus. B. The 

general division of the striatal cell population is into SPNs, GABAergic interneurons, and cholinergic interneurons 

(CINs). C. Striatal CINs have distinct morphological, molecular, and functional properties (top). They are 

molecularly diverse, based on their developmental origin being either the septal epithelium (SE) or the medial 

ganglionic eminence (MGE) (bottom left). Diversity is also dependent on the expression of other molecular factors 

(bottom right). Figure adapted from Ahmed et al. (2019).  
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1.4.1 Cholinergic Interneuron Diversity 

Striatal CINs were long considered as a single homogeneous population. Despite sharing some 

identifying commonalities, such as the expression of choline acetyl-transferase (ChAT) which 

is necessary for the synthesis of acetylcholine, striatal CINs in fact comprise a diverse 

population. The first aspect of their developmental diversity relates to their embryonic origin. 

Striatal CINs arise from the MGE, PoA, and septal epithelium (Marin et al. 2000, Fragkouli et 

al. 2009, Magno et al. 2017). It is likely that the origin of different CIN populations governs 

aspects of their identity and delineates their diversity. For example, the Dbx1 (developing brain 

homeobox protein 1) transcription factor defines a sub-domain of the embryonic PoA which 

gives rise to a subset of cholinergic striatal interneurons (Gelman et al. 2011). Similarly, 

fibroblast growth factor 8 (Fgf8) and fibroblast growth factor 17 (Fgf17) expressing progenitors 

in the ventral MGE and ventral embryonic septal epithelium give rise to individual subsets of 

cholinergic interneuron in the striatum (Hoch et al. 2015). Further examples delineate 50% of 

striatal CINs expressing the transcription factor Zic4, marking their origin in the septal 

epithelium (Magno et al. 2017) (Figure 1.4C).  

However, as many progenitor regions have genetically defined sub-domains (Flames et al. 

2007), neurons originating from the same regions may also display further genetic diversity. 

The transcription factors Lhx8 and Isl1 drive cholinergic identity in MGE/PoA- derived CINs, 

and the ablation of Isl1 leads to the loss of 40% of the Nkx2.1 expressing CINs in the striatum 

(Cho et al. 2014).  It was previously thought that striatal CIN identity was exclusively defined 

by the upregulation of Lhx8 and coordinated downregulation of Lhx6 (Liodis et al. 2007, 

Fragkouli et al. 2009, Lopes et al. 2012). However, a subset of CINs was recently found to 

maintain Lhx6 expression alongside cholinergic markers, resulting in Lhx6 positive (53%) and 

negative (47%) CIN populations in the adult striatum (Lozovaya et al. 2018) (Figure 1.4C).  

As previously mentioned, another element to consider regarding cell specification and diversity 

is the fact that during development, neurons acquire different identities according to their time 

of birth (Kao and Lee 2010). Striatal CINs are amongst the earliest cells born (Semba et al. 

1988); early- and late-born CINs migrate at stages relative to their birth (<E13: early born, E13-

17: late born)(Marin et al. 2000) and populate lateral and medial regions of the striatum, 

respectively (Chen et al. 2010). The Gbx2 transcription factor is implicated in the distinction 

between these early- and late-born cells; its absence almost entirely ablates the late-born 

population, thus also delineating a cholinergic subpopulation in the striatum (Chen et al. 2010). 

Furthermore, striatal CINs present with diverse genetic patterning, even extending to 
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cholinergic markers. Individual CINs express different levels of ChAT and choline transporters, 

indicating a level of functional heterogeneity (Munoz-Manchado et al. 2018). Differential 

striatal CIN activity has been previously described, with higher levels of CIN baseline activity 

in the dorsomedial region compared to the ventrolateral region of the striatum, marked by a 

gradient in the expression of the phosphorylated ribosomal protein S6 (p-rpS6), a specific 

marker of cholinergic activity (Bertran-Gonzalez et al. 2012, Matamales et al. 2016).  

In addition, diverse morphological and electrophysiological properties were recently described 

in striatal CINs, dependent on the Lhx6 transcription factor. Lhx6-negative CINs present with 

a vaster and more complex dendritic arbour, as well as a higher firing frequency and less 

prominent pause response than Lhx6-positive CINs, which are considered to be dual 

GABAergic-cholinergic interneurons.  

Furthermore, the pattern of connectivity surrounding striatal CINs is fundamental to their 

function. It is known that the cortical and thalamic innervation of the striatum follows an 

approximate topographical gradient, whereby the dorsomedial and dorsolateral striatum receive 

inputs from different regions of the cortex, thalamus, and brainstem (McGeorge and Faull 1989, 

Berendse et al. 1992, Bolam et al. 2000, Dautan et al. 2014, Assous et al. 2019). This trend may 

also extend to influencing CINs, as they receive afferents from the cortex and thalamus (Doig 

et al. 2014, Klug et al. 2018), and dorsomedial CINs have higher levels of activity than 

dorsolateral ones (Matamales et al. 2016). This functional cell diversity implies a fine control 

of information processing from cholinergic neuron subtypes and suggests that the regulation of 

striatal output via CIN activity is heterogeneous.  

1.4.2 Striatal Microcircuit Connectivity  

Whilst striatal interneurons have a primary role of modulating SPNs and the output of the 

striatum, their connectivity with one another is also important, and yet many intricacies of 

interneuron microcircuitry remain unknown. The striatum receives glutamatergic inputs from 

the cortex and thalamus (Bolam et al. 2000), as well as dopaminergic and serotonergic inputs 

from the substantia nigra and dorsal raphe nucleus, respectively (Ren et al. 2019, Zhai et al. 

2019). These have been shown to influence the function of SPNs, as well as cholinergic and 

GABAergic interneurons (Blomeley and Bracci 2009, Lim et al. 2014, Bang et al. 2020, Dorst 

et al. 2020, Poppi et al. 2021).  

Within striatal interneuron microcircuitry, the connections surrounding CINs, as well as the 

primary GABAergic population, the PV interneurons (PV-INs) is of great interest, as both enact 
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strong control over SPNs, correlating strongly with behaviour (Koos and Tepper 1999, 

Szydlowski et al. 2013, Gritton et al. 2019), whilst also integrating with other interneurons. 

CINs have a dense axonal field, innervating their surrounding neurons (Lim et al. 2014). They 

project robustly to NPY interneurons via nicotinic receptors (English et al. 2011, Assous et al. 

2017), and also receive reciprocal connections from these neurons (Straub et al. 2016, 

Abudukeyoumu et al. 2019). In addition, CINs receive dense synaptic inputs from other CINs, 

forming microcircuitry that then modulates the overall striatal output via dense innervation of 

the spiny projection neurons (English et al. 2011, Straub et al. 2016, Abudukeyoumu et al. 

2019). Furthermore, CINs have been shown to enact presynaptic control over glutamatergic and 

dopaminergic inputs to the striatum (Abudukeyoumu et al. 2019, Mallet et al. 2019). CINs also 

innervate PV-INs, and this has been shown both descriptively (Chang and Kita 1992), and 

functionally (Koos and Tepper 2002, Nelson et al. 2014). As such, CINs connect extensively 

within the striatum. Yet, interestingly, PV-IN to CIN connectivity has not been found in 

previous studies (Chang and Kita 1992, Szydlowski et al. 2013), apart from some instances of 

weak post synaptic responses after PV-IN activation (Straub et al. 2016). PV-INs are fast 

spiking and enact powerful inhibitory control over their target neurons (Koos and Tepper 1999), 

which include other inhibitory interneurons in the striatum, including other PV-INs (Fukuda 

2009, Szydlowski et al. 2013) (See Figure 1.5 for summary of striatal connectivity). Whilst 

connectivity within the striatum appears ubiquitous at first glance, the prominent absence of 

PV-IN mediated inhibition over CINs highlights the specificity of connections between 

interneurons in the striatum and raises questions regarding how this arises during development.  
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Figure 1.5: Connections in the striatal microcircuit 

The integration of cholinergic interneurons (CINs) and parvalbumin positive interneurons (PV-INs) into the striatal 

microcircuit. Excitatory inputs from the cortex (Ctx) and thalamus (Thal) innervate interneurons as well as striatal 

spiny projection neurons (SPNs). Dopaminergic inputs from the substantia nigra pars compacta (SNc) and 

serotonergic inputs from the dorsal raphe nucleus (DRN) supply neuromodulatory inputs to the whole striatum. 

CINs and PV-INs also send projections to and receive input from SPNs and somatostatin (SST) and neuropeptide-

Y (NPY) expressing interneurons. Figure adapted using information and figures from (Blomeley and Bracci 2009, 

Lim et al. 2014, Klug et al. 2018, Abudukeyoumu et al. 2019, Poppi et al. 2021). 
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The developmental trajectory of striatal microcircuitry is largely unknown, as pervious research 

has focussed on other structures or on elucidating the connectivity of the developed striatum. It 

is therefore critical to understand the interplay between activity and genetic regulation of 

interneurons during development in this structure. 

In this thesis, we will explore how shifting the molecular identity of neurons influences the 

formation of functional striatal microcircuits and long-range input circuitry, as well as its 

importance in regulating the activity and role of neuromodulatory cell populations. 

Furthermore, we will study how the gene-activity balance is disrupted in a neurodevelopmental 

conditions such as Autism Spectrum Disorder.  

We will address the following aims: 

1. To probe the result of specific molecular alterations on striatal cholinergic 

interneuron function and the connectivity between striatal interneurons.  

2. To manipulate neuromodulatory inputs to the striatum and determine links to 

behaviour.  

3. To investigate alterations to the developmental trajectory and functionality of the 

striatal interneuron population in a mouse model of Autism Spectrum Disorder.  

Researching the mechanisms underlying striatal development, particularly circuit formation, is 

crucial not only for our general understanding of developmental processes, but also for 

determining the deviations from developmental trajectory that contribute to behavioural 

alterations, such as in neurodevelopmental disorders.   
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Chapter 2:  

Molecular Regulation of the Function  

and Connectivity of Developing Striatal Circuits 

2.1 Preamble  

Transcription factors are finely tuned regulators of development, and in conjunction with 

activity, they are responsible for maintaining correct neuronal developmental trajectory. The 

mechanisms underlying transcription factor mediated control of circuit formation are still 

emerging, largely due to the complexity of gene-activity interactions. The formation of 

neuronal circuits involves several steps, including morphological development (i.e., axon and 

dendrite formation), synapse formation, as well as the establishment of electrophysiological 

properties such as the maturation firing properties and the hyperpolarisation of the resting 

membrane potential over time (McGuirt et al. 2021). In addition, the intrinsic activity of 

neurons during development governs whether they remain in the network or are removed via 

apoptosis (Denaxa et al. 2018), as well as their connectivity within the neuronal network 

(Andreae and Burrone 2014, Kim et al. 2018). However, how connections between neurons are 

specified and selected for is largely unknown.  

Despite not knowing the specific underlying mechanisms, it has been shown that aberrant 

connectivity, essentially resulting in the mis-wiring of the brain, is a key marker of altered 

behaviour and neuropsychiatric pathologies, including Autism Spectrum Disorder (Di Martino 

et al. 2014, Vasa et al. 2016). Dissecting the genetic mechanisms regulating developmental 

neuronal activity and connectivity is essential for understanding how circuitry is built and 

maintained particularly in sub-cortical structures such as the striatum where very little is known 

about developmental connection formation.   

A key unexplored gene that may potentially influence circuit formation in the developing 

striatum is the ETS (E-twenty-six) transcription factor Etv1/Er81 (ETS translocation variant 1; 

herein referred to as Er81). Er81 has been characterised as having a number of roles in various 

contexts, with many contributing to developmental processes. For example, Er81 has been 

studied in terms of its involvement in various molecular pathways, particularly as an oncogenic 

factor regulating cell division in cancer (Eid and Abdel-Rehim 2019). It has also been found 

that the transcriptional targets of Er81 are correlated with neural developmental processes, 

including neurogenesis, axon development, and synaptogenesis (Eid and Abdel-Rehim 2019). 

Classically, Er81 is a target of the RAS/ERK signalling pathway (Janknecht 1996, Hollenhorst 
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2012), which is important in many developmental processes including differentiation (Cruz and 

Cruz 2007), the regulation of neuron fate (Li et al. 2014), and axon elongation (Zhong 2016).  

Er81 has also been studied in regards to neuronal identity and differentiation. Er81 expression 

has been found to segregate olfactory bulb interneurons in anatomical and phenotypic subsets 

(Saino-Saito et al. 2007), a subset of cortical layer 5 pyramidal neuron population (Yoneshima 

et al. 2006), as well as a subpopulation of facial motor neurons during late embryonic 

developmental stages (~E16.5) (Tenney et al. 2019). Er81 also has roles in later developmental 

processes, including regulating the maturation of genetic profiles and morphological 

development. For example, Er81 regulates the maturation program of cerebellar granule cells, 

and does so in an activity-dependent manner (Abe et al. 2011). It also transcriptionally controls 

the Nuclear Factor One (NFI) group of transcription factors, which are required for 

dendritogenesis and synaptogenesis via their occupancy of specific genetic promoter regions 

(Ding et al. 2016). In addition, Er81 expression in dorsal root ganglion neurons is temporally 

important for late neuronal differentiation including branching and target invasion 

(Hippenmeyer et al. 2005). These examples highlight the diversity of actions undertaken by 

Er81 during development. Both genetic and morphological maturation are critical for circuit 

formation; and there are some examples of Er81 being a vital regulator of connection formation. 

Notably, Er81 was found to regulate the formation of a monosynaptic connection between 

parvalbumin and cholinergic neurons in the spinal cord (Arber et al. 2000). In this study, when 

Er81 was ablated, the parvalbumin positive sensory neuron axon was unable to form correctly 

and synapse with the cholinergic motor neuron. Furthermore, Er81 has been shown to be 

involved in the regulation of gap junction channels. As developmental precursors to synaptic 

connectivity (Todd et al. 2010), gap junction connectivity is a key aspect of circuit formation 

(see Chapter 1 for more detail). Er81 is necessary for the expression of specific connexin gap 

junction hemichannels (cardiovascular connexin 40) (Shekhar et al. 2016, Shekhar et al. 2018), 

implicating a possible role in early cell connectivity through neuronal gap junctions, and thus 

activity dependent development trajectories. Taken together, it is possible that Er81 is a master 

regulator of processes underlying circuit formation by regulating the connectivity between 

specific neuronal populations in the brain. Elucidating the role of Er81 in neuronal connectivity 

will uncover general mechanisms for the susceptibility of neuronal connectivity to intrinsic 

molecular factor expression.  
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Figure 2.1: Developmental roles of Er81 in neuronal circuitry 

Er81 has been shown to have several roles in neurons, particularly during development. As a transcriptional 

regulator, Er81 is activated by the Ras-Raf-Erk/Mapk signalling pathway where Ras binds guanosine triphosphate 

(GTP) when active and subsequently activates downstream effector kinases culminating in the activation of 

extracellular signal related kinases (ERK), which are also known as mitogen activated protein kinases (MAPK). 

These then stimulate Er81 (via phosphorylation), causing it to localise to ETS binding motifs and regulate gene 

transcription. Er81 expression in certain neuronal populations segregates subgroups. Er81 has also been found to 

regulate morphological characteristics of neurons, including dendritogenesis and synaptogenesis.  
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Striatal interneurons  have a specific pattern of connectivity to facilitate feedforward inhibition 

and neuromodulatory control over the surrounding circuitry (Szydlowski et al. 2013). As 

outlined in Chapter 1, the striatum has a unique interneuron population including both 

inhibitory and cholinergic neuromodulatory interneurons. However, their connectivity within 

the striatal microcircuit, particularly during development has remained uncharacterised, as has 

the molecular pathways governing this. Interestingly, Er81 has been found to be expressed in 

striatal neurons (Chen et al. 2020), and particularly in parvalbumin expressing neurons 

(Dehorter et al. 2015). We therefore wondered whether Er81-dependent transcriptional 

regulation can affect the formation of the striatal microcircuit, particularly the establishment 

and maintenance of interneuron connections and their specificity. As the maintenance of 

developmental trajectory relies on these processes occurring correctly, and pathological states 

can arise when they do not, understanding the genetic patterning that underlies the maintenance 

of striatal network connectivity and activity is crucial for linking molecular identity with cell 

and circuit function and identifying mechanisms altered in disease states. As such, we 

hypothesised that Er81 maintains control over the striatal microcircuit, via the regulation of 

factors contributing to circuit formation, such as morphological development, cellular activity, 

and electrical and chemical synapse formation.  

In this study, we aimed to: 

1. Characterise the role of Er81 in specific striatal interneuron populations.  

2. Determine how Er81 can influence striatal interneuron microcircuit connectivity via: 

1. A cell-type specific knockout of Er81 

2. A knockout of Er81 affecting the entire interneuron population 

3. Explore the role of Er81 in the developmental activity of striatal interneurons.  
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2.2 Er81 is Expressed in Striatal Interneuron Populations 

Whether Er81 is expressed in striatal interneuron subtypes, other than parvalbumin positive 

interneurons (Dehorter et al. 2015), is unknown. To address this, we first characterised the 

expression of Er81 in three striatal interneuron subtypes: parvalbumin positive interneurons 

(PV-INs), cholinergic interneurons (CINs), and neuropeptide-Y (NPY) expressing 

interneurons. These subtypes cover most interneuron subpopulations in the striatum, including 

somatostatin (SST) positive interneurons, which are included in the NPY-IN population 

(Munoz-Manchado et al. 2018), but do not cover the tyrosine hydroxylase (TH) positive and 

cholecystokinin (Cck) positive populations, however these are quite small populations i.e. less 

than 1% of the total cell population; (Munoz-Manchado et al. 2018). Quantification of Er81 

protein expression via immunofluorescent staining revealed strong nuclear staining in PV-INs 

(Figure 2.2A, D), as has been described previously in the cortex (Dehorter et al. 2015). 

Conversely, Er81 is expressed at lower levels in CINs, with a different pattern of expression as 

well (Figure 2.2B, D); Er81 expression appears far more cytoplasmic in CINs than in PV-INs, 

potentially indicating a difference in protein regulation and/or the function of the transcription 

factor in these two cell types. NPY-INs show very low expression of Er81 in comparison to 

PV-INs and CINs (Figure 2.2C, D).  

We observed a continuous spectrum of Er81 protein levels in PV-INs and CINs. As such, we 

quantified the number of putative Er81 positive cells within these populations (see Methods) 

and found that almost all PV-INs expressed Er81 (90%), most CINs express Er81 (70%), and 

very few NPY-INs (14%; Figure 2.2E). Due to the higher expression levels and higher 

proportion of positive cells in the PV-IN and CIN populations, we focussed our study on 

understanding the role of Er81 in these cells.  

The role of Er81 in mature cortical PV-INs has been previously described (Dehorter et al. 2015). 

However, this has not been explored in maturing striatal PV-INs and CINs. We first aimed to 

understand the direct role of Er81 in CINs in the context of regulating their maturation and 

activity.  
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Figure 2.2: Er81 expression levels differ across striatal interneuron subtypes 

A. Er81 expression (orange, right) in striatal parvalbumin (PV) positive interneurons (magenta, left). B. Er81 

expression (orange, right) in striatal cholinergic interneurons stained with choline acetyltransferase (ChAT, cyan, 

left). C. Er81 expression (orange, right) in striatal neuropeptide-Y (NPY) positive interneurons (white, left). Scale: 

40 µm. D. Quantification of Er81 immunofluorescence intensity in striatal PV interneurons (PV-INs, n = 111 

cells), cholinergic interneurons (CINs, n = 154 cells), and NPY interneurons (NPY-INs, n = 42 cells), normalised 

to background intensity (n = 4 mice). E. Division of PV-INs, CINs, and NPY-INs into positive and negative cells, 

thresholding above (Er81+) and below (Er81-) 2.3 times the Er81 background immunofluorescence.   
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2.3 Er81 Regulates the Morpho-Functional Properties and Circuit Integration of 

Cholinergic Interneurons1 

Er81 has been shown to regulate cell morphology and excitability in the cortex and cerebellum 

in a cell-type specific manner (Dehorter et al. 2015, Ding et al. 2016). As we observed a unique 

cytoplasmic pattern of Er81 expression in CINs, we wanted to determine its role in these cells. 

We therefore generated a conditional cre-dependent knockout under the choline 

acetyltransferase (ChAT) promoter (Er81flox/flox;ChAT-cre;RCE-GFP; control: ChAT-cre;RCE-

GFP mice) to specifically ablate Er81 from CINs and study resulting alterations. We first 

verified that Er81 was removed in the conditional knockout (Figure 2.3A). Since Er81 appears 

to be expressed at higher levels in developmental stages compared to adults (data not shown, 

Ahmed et al. 2021, Appendix B), we then wanted to determine whether Er81 had a role in 

cholinergic cell proliferation and migration. We quantified CIN cell numbers during early 

postnatal development, shortly following migration and prior to developmental apoptosis (P2) 

and at a mature (P30) stage in the control and conditional knockout. We found no change in 

cell density at either stage, showing that Er81 does not regulate the migration processes of CINs 

(Figure 2.3B).   

We next compared the morphology and electrophysiological properties of CINs between 

control and knockout conditions. Morphological deficits of neurons could arise as either a direct 

repercussion of genetic expression regulating development and refinement, or from 

compensatory or activity-mediated changes, resulting from altered network state (Ghiretti and 

Paradis 2014). To determine the direct, cell-autonomous role of Er81 ablation in CINs, and to 

label CINs sparsely for reconstruction, we utilised a cre-dependent  inducible expression model 

under the Nkx2.1 promoter, whereby a low-titre Tamoxifen dose at P0 was used to label 

(control: Nkx2.1-creER;RCE) and ablate Er81 (Er81flox/flox;Nkx2.1-creER;RCE) from 

interneurons derived from the MGE/Poa (i.e. CINs and PV-INs) (Marin et al. 2000).  

The reconstruction of CINs (Figure 2.3C) revealed that there was no change in the spread of 

the dendritic field (Figure 2.3D), however dendritic volume and the number of branch points 

were significantly decreased in the knockout at P30 (Figure 2.3E-F). Additionally, Sholl 

analysis (see Methods) confirmed that the overall dendritic complexity was decreased in the 

knockout condition (Figure 2.3G). Axonal morphology was then analysed by measuring the 

 
1 Data in this section went towards the completion of an Honours thesis (Noorya Ahmed, 2018), and was completed 

in collaboration with Yadollah Ranjbar-Slamloo. This work has also been published (Ahmed et al. 2021, Appendix 

B). See Appendix E for details of contribution.  
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area occupied by cholinergic neuropil, which comprises dense CIN axonal projections that 

extend in a complex manner and innervate large regions surrounding each cell (Lim et al. 2014). 

The neuropil was labelled robustly via GFP under the ChAT promoter (Figure 2.3H). Neuropil 

area was significantly less in the knockout condition (Er81flox/flox;ChAT-cre;RCE) compared to 

the control (ChAT-cre;RCE), indicating that the axonal field of striatal CINs is less extensive 

when Er81 is removed from the cholinergic population (Figure 2.3I).  

Together these results indicate that Er81 has a direct role in regulating both dendritic and axonal 

cell morphology of CINs. With this knowledge, we next aimed to determine the functional 

repercussion of Er81 ablation.  
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Figure 2.3: Cholinergic interneuron morphology is dependent on Er81 expression 

A. Er81 expression in ChAT+ interneurons in the mature striatum of control (ChAT-Cre) and Er81 conditional 

knockout (cKO; Er81fl/fl;ChAT-Cre) mice, scale: 25 µm. B. CIN density at P2 ad P30+ in the control and Er81 

cKO striatum (P2: n = 4011 cells, 6 control mice, n = 1050 cells, 6 cKO mice, p = 0.871; P30: n = 1084 cells, 6 

control mice, n = 1050 cells, 6 mice, p = 0.784). C. Somato-dendritic reconstruction of control (black, n = 8) and 

cKO (blue, n = 7) striatal CINs, scale: 30 µm. D. Volume of dendritic spread of control and Er81 cKO CINs (p = 

0.5911). E. Total dendritic volume of control and Er81 cKO CINs (p = 0.0072). F. Number of dendritic branch 

points in control and Er81 cKO CINs (p = 0.0337). G. Sholl analysis representing the complexity of the dendritic 

field of control and Er81 cKO CINs (two-way ANOVA: F(1, 2262, genotype) = 167.2, p < 0.0001; F(173, 2262, interaction) = 

0.5176, p > 0.9999). H. ChAT+ neuropil in the control and Er81 cKO striatum, scale: 50 µm. I. Quantification of 

the area occupied by ChAT+ neuropil in the striatum (n = 4 control mice, 3 cKO mice, p = 0.0009). Unless 

otherwise specified, Student’s t-test: p<0.05:*, p<0.01:**, p<0.001:***, p<0.0001:****. 
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Electrophysiological recordings from CINs revealed decreased excitability and activity in 

mature knockout conditions (data not shown, Ahmed et al 2021, Appendix B). Specifically, we 

observed slower afterhyperpolarisation (AHP) kinetics and larger delayed rectifier and inward 

rectifier currents, both contributing to decreased evoked excitability, with no changes to 

baseline firing. These altered currents were thought to be attributed to shifted calcium signalling 

perhaps mediated by the metabotropic Glutamate Receptor 5 (mGlurR5), as we observed a 

significant increase in its expression in knockout conditions. As morphological and functional 

properties of neurons govern their connectivity (Reimann et al. 2017), we anticipated that these 

functional changes would impact the synaptic integration of CINs within striatal circuitry.  

We therefore compared the connectivity pattern of the striatal circuit in the control and Er81 

conditional knockout by staining and quantifying synaptic terminal markers specific to cell 

subpopulations, combined with recordings of current inputs to CINs (Figure 2.4A). We found 

no changes to spontaneous excitatory post-synaptic currents (EPSCs, Figure 2.4B, data not 

shown) or the density of boutons expressing markers of glutamatergic inputs from either the 

cortex (VGluT1; Figure 2.4D, E) or thalamus (VgluT2; Figure 2.4F, G) on the soma, proximal 

dendrites, and distal dendrites of CINs. However, we did observe an increase in the amplitude 

of spontaneous inhibitory post-synaptic currents (IPSCs, Figure 2.4C, data not shown) in the 

Er81 knockout, indicating possible changes to the inhibitory innervation of CINs mediated by 

γ-aminobutyric acid (GABA). We therefore quantified bouton densities representing 

innervation from GABAergic striatal interneuron subtypes. As CINs primarily receive 

innervation from striatal NPY-INs (English et al. 2011, Straub et al. 2016) and receive some 

very sparse innervation from PV-INs (Chang and Kita 1992, Straub et al. 2016), we analysed 

the density of NPY and PV positive synaptic boutons on CINs in control and knockout 

conditions. We did not observe any differences in NPY bouton density (Figure 2.4H, I), 

however we did see a significant increase in PV bouton density in the knockout (Figure 2.4J, 

K). This implies that the increase in GABAergic innervation could derive specifically from PV-

INs. However, it is known that CINs are able to co release GABA in the striatum (Nelson et al. 

2014, Lozovaya et al. 2018), therefore we also quantified cholinergic inputs to CINs by 

labelling the specific cholinergic vesicular glutamate transporter VgluT3 (Higley et al. 2011, 

Nelson et al. 2014). We found a significant increase in cholinergic bouton density on CINs in 

the knockout (Figure 2.4L, M), indicating that there are some alterations also occurring within 

the cholinergic microcircuitry. As we previously saw shifts in CIN axonal morphology, these 

results indicated that the outputs of CINs may also be altered.  
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Figure 2.4: Inputs to cholinergic interneurons are rewired in the absence of Er81  

A. Schematic of inputs to striatal cholinergic interneurons (CINs): vesicular glutamate transporter 1 (VGluT1) is 

expressed in cortical inputs (ctx), vesicular glutamate transporter 2 (VGluT2) is expressed in thalamic inputs (thal), 

parvalbumin (PV), neuropeptide-Y (NPY), and cholinergic inputs labelled with vesicular glutamate transporter 3 

(VGluT3). B. Excitatory post-synaptic current (EPSC) examples in control and Er81 cKO CINs. C. Inhibitory 

post-synaptic current (IPSC) examples in control and Er81 cKO CINs. D. Reconstruction of VGluT1+ boutons 

contacting a control and Er81 cKO CIN, scale: 5 µm. E. VGluT1+ bouton density quantification across the soma 

(n = 10 control, 11 cKO cells), proximal dendrites (n = 16 control, 17 cKO cells), and distal dendrites (n = 8 

control, 8 cKO cells) of control and Er81 cKO CINs (two-way ANOVA: F(1, 64, genotype) = 1.705, p = 0.1963; F(2, 64, 

interaction) = 0.522, p = 0.5958). F. Reconstruction of VGluT2+ boutons contacting a control and Er81 cKO CIN, 

scale: 5 µm. G. VGluT2+ bouton density quantification across the soma (n = 10 control, 10 cKO cells), proximal 

dendrites (n = 13 control, 14 cKO cells), and distal dendrites (n = 9 control, 6 cKO cells) of control and Er81 cKO 

CINs (two-way ANOVA: F(1, 56, genotype) = 5.525, p = 0.0223; F(2, 56, interaction) = 1.890, p = 0.1606; post-hoc 

Bonferroni’s multiple comparisons: soma p > 0.9999, proximal dendrites p = 0.3611, distal dendrites p = 0.0513). 

H. Reconstruction of NPY+ boutons contacting a control and Er81 cKO CIN, scale: 5 µm. I. Somatic NPY+ 

bouton density quantification (n = 10 control, 10 cKO cells, p = 0.6272). J. Reconstruction of PV+ boutons 

contacting a control and Er81 cKO CIN, scale: 5 µm. K. Somatic PV+ bouton density quantification (n = 12 

control, 12 cKO cells, p = 0.0403). L. Reconstruction of VGluT3+ boutons contacting a control and Er81 cKO 

CIN, scale: 5 µm. M. Somatic VGluT3+ bouton density quantification (n = 14 control, 15 cKO cells, p = 0.0334). 

Unless otherwise specified, Student’s t-test: p<0.05:*, p<0.01:**, p<0.001:***, p<0.0001:****. 
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To further test whether reciprocal cholinergic innervation of other striatal neurons was also 

altered in the Er81 conditional knockout, we characterised ChAT or VGluT3 expressing bouton 

densities on striatal interneurons and projection neurons (English et al. 2011, Nelson et al. 2014) 

(Figure 2.5A, D). We first characterised VGluT3 boutons on other interneuron subtypes in the 

Er81 conditional knockout. We found no change in the density of cholinergic boutons on NPY-

INs (Figure 2.5B) alongside a significant decrease in the output to PV-INs (Figure 2.5C). 

Combined with the specific increase in PV innervation of CINs, this decrease indicates a shift 

in the connectivity between PV-INs and CINs when Er81 is ablated from CINs. This is 

interesting, particularly as the connection from PV-INs to CINs is canonically weak (Chang 

and Kita 1992, Straub et al. 2016), thus a strengthening of this connection, combined with a 

weakening of cholinergic regulation of PV-INs suggests that the activity of these neurons could 

be modulated in the Er81 conditional knockout, and thus result in changes to striatal output.  

We thus wondered if these alterations could culminate in the rewiring of cholinergic inputs to 

the spiny projection neurons (SPNs) of the striatum. CINs generally enhance SPN activity, 

primarily via the activation of muscarinic acetylcholine receptors (mAChRs) (Lim et al. 2014, 

Mamaligas et al. 2019), although SPNs do also express nicotinic acetylcholine receptors 

(nAChRs), which are also important for regulating SPN properties (Ehlinger et al. 2017). We 

therefore labelled SPNs via a GFP viral infection in the striatum (Figure 2.5E, see Methods) 

and quantified cholinergic boutons on the soma and proximal dendrites. We found an increase 

in bouton density in the Er81fl/fl;ChAT-cre knockout, compared to controls (Figure 2.5F). This 

may correlate to increased acetylcholine release onto SPNs and modulate their function, and 

thus the overall striatal output.   

It has been previously shown that increases in cholinergic signalling can induce dendritic 

expansion in SPNs (Ehlinger et al. 2017). As we observed increased cholinergic input density 

on SPNs, which could represent increased cholinergic signalling, we decided to compare the 

morphological characteristics in the Er81 conditional knockout, compared to control. We 

therefore reconstructed SPNs and quantified measures of dendritic complexity. There was no 

change in the Sholl intersections (Figure 2.5G), size of the neuron (Figure H, I), or the number 

of dendritic branch points (Figure 2.5J). Despite the apparent change in cholinergic innervation 

of SPNs, we anticipate that this does not equate to the drastic alterations induced in Ehlinger et 

al. (2017), and therefore did not result in any alterations to SPN morphology.  
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Figure 2.5: Cholinergic output is shifted in the absence of Er81 

A. Schematic of CIN outputs to NPY+ and PV+ interneurons. B. Somatic VGluT3+ bouton density quantification 

on control and Er81 cKO NPY+ interneurons (n = 16 control, 13 cKO cells, p = 0.4385). C. Somatic VGluT3+ 

bouton density quantification on control and Er81 cKO PV+ interneurons (n = 12 control, 12 cKO cells, p = 

0.0319). D. Schematic of cholinergic outputs innervating striatal spiny projection neurons (SPNs). E. A SPN 

labelled with virally infected green fluorescent protein (GFP; see Methods) for bouton and morphological 

reconstruction (n = 3 control, 6 cKO cells), scale: 40 µm. F. ChAT+ bouton density quantification across the soma 

and proximal dendrites of control and Er81 cKO SPNs (p = 0.0218). G. Sholl analysis representing the complexity 

of the dendritic field of control and Er81 cKO SPNs (two-way ANOVA: F(1, 1099, genotype) = 2.768, p = 0.0964; 

F(156, 1099, interaction) = 0.1362, p > 0.9999). H. Volume of dendritic spread of control and Er81 cKO SPNs (p 

= 0.4731). I. Total dendritic volume of control and Er81 cKO SPNs (p = 0.4593). J. Number of dendritic branch 

points in control and Er81 cKO SPNs (p = 0.8738). Unless otherwise specified, Student’s t-test: p<0.05:*, 

p<0.01:**, p<0.001:***, p<0.0001:****. 
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Together these results indicate a specific perturbation to the connection between CINs and PV-

INs in the striatum when Er81 is ablated from CINs. Interestingly, PV-INs also express Er81, 

as we have shown above, thus raising the question of Er81 expression regulating the 

connectivity between specific neuronal subtypes. Based on the results observed thus far, the 

lack of Er81 in CINs appears to promote PV-IN innervation of CINs, but also redirect 

cholinergic outputs from PV-INs to other CINs and SPNs. It is possible that some of these 

mechanisms are compensatory, potentially in response to the morphological alterations 

observed. Decreased dendrite availability could result in a higher clustering of the same number 

of boutons, resulting in a higher density. In addition, the decrease in axonal neuropil may 

underlie the decreased innervation of PV-INs, however this is not a global effect, with increased 

innervation of other neuron types. This could implicate Er81 expression in CINs as necessary 

for connection specificity, particularly in relation to PV-INs. This is of great interest as Er81 

expression could link these two cell populations together within striatal circuitry.  

Interestingly, both PV-INs and most CINs express the Lhx6 (LIM Homeobox 6) transcription 

factor, signifying that they are born in a common location, the medial ganglionic eminence 

(MGE), which does have a subdomain expressing Er81 during embryonic development and 

neurogenesis (Marin et al. 2000, Flames et al. 2007). Whether Er81 is expressed in striatum-

fated PV-INs and CINs from embryonic stages is not known, regardless, their common 

birthplace and altered circuitry in the absence of Er81 in CINs implicates Er81 as a regulator of 

connectivity between cells born in the MGE. This concept has been shown before in cortical 

circuits, whereby daughter cells originating from a common radial glial progenitor are more 

likely to form synaptic connections with one another than cells from a different lineage (Yu et 

al. 2009, He et al. 2015, Lin et al. 2023). We hypothesised that Er81 may be necessary for 

controlling a similar mechanism in striatal MGE-derived interneurons. We therefore utilised a 

conditional genetic model under the Lhx6 transcription factor promoter to target and remove 

Er81. Lhx6 is expressed in MGE derived interneurons from the stage that they are post-mitotic; 

as such, Lhx6 interneurons comprise most striatal interneurons, including almost all PV-INs 

(Liodis et al. 2007), and a proportion of CINs, reported as approximately 50% (Lozovaya et al. 

2018). We anticipate that the Lhx6-dependent Er81 knockout will cause further dysregulation 

of striatal interneuron connectivity, and potentially reshape the wiring of the network. 

Understanding this would give us further knowledge about factors regulating circuit 

development, and how these processes are vulnerable to perturbation, and thus pathological 

alterations.   



37 

 

2.4 Er81 is not Implicated in the Proliferation and Migration of MGE-derived 

Interneurons 

The Er81flox/flox;Lhx6-cre;TdTomato knockout model ablates Er81 from interneurons 

originating in the MGE during post-mitotic, embryonic stages. We first confirmed the efficacy 

of the knockout in removing Er81 (Figure 2.6A, B). To determine whether any early embryonic 

or postnatal changes had occurred to affect the Lhx6+ interneuron population, we quantified 

cell number and subtype composition at mature stages. As previously mentioned in Chapter 1, 

striatal interneurons are not a homogeneous population, and a key functional divide reflected 

in both behavioural control and interneuron identity and function, is the division between the 

dorsomedial (DMS) and dorsolateral (DLS) striatum. As MGE-derived interneurons populate 

the striatum, they follow a conserved order of migration; early born interneurons inhabit the 

DLS and late born interneurons populate the DMS, this has been shown particularly in the case 

of CINs (Chen et al. 2010). In addition, PV-INs in the DMS and DLS are functionally different 

and integrate with circuitry separately (Monteiro et al. 2018). Overall, we found no change in 

the density of Lhx6+ interneurons in both the DMS and DLS (Figure 2.6C). Within the striatal 

CIN population, there are both Lhx6-expressing and non-expressing neurons, thought to be 

evenly split (Lozovaya et al. 2018). Here, we found approximately 80% of CINs were Lhx6+ 

(data not shown), with a much higher proportion in the DMS compared to the DLS (Figure 

2.6G). We therefore analysed the proportion of the whole Lhx6+ population that expressed 

choline acetyltransferase (ChAT; indicates CINs, Figure 2.6D), which was unchanged in the 

Er81 conditional knockout in both the DMS and DLS (Figure 2.6E). The proportion of the 

whole CIN population that was Lhx6+ (Figure 2.6F) was also unchanged (Figure 2.6G). PV+ 

and SST+ cells make up the majority of the remaining Lhx6+ interneuron population (Gittis et 

al. 2010), and Lhx6 is necessary for the specification of both of these cell types (Liodis et al. 

2007). We similarly quantified the proportion of the Lhx6+ population expressing either PV or 

SST in both the DMS and DLS and found no differences between the control and conditional 

knockout (Figure 2.6H-K).  

Overall, the composition of the Lhx6+ interneuron population remains consistent between the 

control and Er81 conditional knockout, implying that despite the fact that Er81 is ablated during 

migratory embryonic stages, it does not regulate the overall migration, differentiation, and 

survivability of Lhx6+ interneurons in the striatum. However, it is entirely possible that 

postnatal developmental factors such as intrinsic electrophysiological activity and connection 

formation are under the control of Er81 regulation.  
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Figure 2.6: Er81 ablation does not alter the composition of the Lhx6+ interneuron population 

A. Er81 expression (green) in Lhx6+ cells (red) in the control (Lhx6-Cre;TdTomato) and Lhx6-Er81 cKO 

(Er81fl/fl;Lhx6-Cre;TdTomato) adult striatum, scale: 100 µm. B. Quantification of relative Er81 intensity in control 

and Er81 cKO Lhx6+ interneurons (n = 245 cells, 5 control mice, 168 cells, 5 cKO mice, p = 0.0002). C. Lhx6+ 

cell density in the control and Er81 cKO dorsomedial and dorsolateral striatum (DMS, DLS; n = 3 control, 3 cKO 

mice, two-way ANOVA: F(1, 8, genotype) = 1.795, p = 0.2171; F(1, 8, interaction) = 1.141, p = 0.3167). D. Lhx6+ cells 

expressing ChAT, scale: 25 µm. E. The proportion of the Lhx6+ population made up of CINs in the control and 

Er81 cKO DMS and DLS (n = 3 control, 3 cKO mice, two-way ANOVA: F(1, 8, genotype) = 0.2041, p = 0.6635; F(1, 8, 

interaction) = 0.2728, p = 0.6156). F. Lhx6 positive and negative ChAT+ cells, scale: 25 µm. G. The proportion of the 

ChAT+ population made up of Lhx6+ cells in the control and Er81 cKO DMS and DLS (n = 3 control, 3 cKO 

mice, two-way ANOVA: F(1, 8, genotype) = 0.0016, p = 0.9691; F(1, 8, interaction) = 0.0090, p = 0.9268). H. Lhx6+ cells 

expressing PV, scale: 25 µm. I. The proportion of the Lhx6+ population made up of PV+ cells in the control and 

Er81 cKO DMS and DLS (n = 3 control, 3 cKO mice, two-way ANOVA: F(1, 8, genotype) = 0.9466, p = 0.3591; F(1, 8, 

interaction) = 1.500, p = 0.2555). J. Lhx6+ cells expressing SST, scale: 25 µm. K. The proportion of the Lhx6+ 

population made up of SST+ cells in the control and Er81 cKO DMS and DLS (n = 3 control, 3 cKO mice, two-

way ANOVA: F(1, 8, genotype) = 2.185, p = 0.1776; F(1, 8, interaction) = 3.552, p = 0.0962). Unless otherwise specified, 

Student’s t-test: p<0.05:*, p<0.01:**, p<0.001:***, p<0.0001:****. 
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2.5 Er81 Regulates the Excitability of Parvalbumin and Cholinergic Interneurons 

Since neuronal activity is a key regulator of circuit development, we compared 

electrophysiological properties of CINs and PV-INs in control and Lhx6-dependent Er81 

conditional knockout conditions at early postnatal (P5-7; a key critical period of striatal 

maturation (Dehorter et al. 2011)) and developed stages (P30+). Despite our previous findings 

in a CIN specific knockout of Er81 (Chapter 2.3, Ahmed et al. (2021), Appendix B), and the 

alterations found in cortical PV-INs (Dehorter et al. 2015), we anticipate that an Lhx6-

dependent knockout will affect wider interneuron microcircuitry, and therefore may present 

with separate alterations to interneuron intrinsic properties.  

2.5.1 Cholinergic Interneuron Properties  

As we outlined previously, not all CINs are included within the Lhx6+ interneuron population. 

Therefore, not all CINs are affected in the knockout condition. This poses the question whether 

any resulting phenotypes are dependent on cell autonomous alterations to CINs, or circuit 

dynamics adjusting CIN activity and function. In vitro electrophysiological recordings revealed 

that during postnatal development (P5-7), there were no differences between control and 

conditional knockout cell properties. There was no change in the resting membrane potential or 

input resistance (Figure 2.7B, C), and no changes to action potential (AP) kinetics, including 

AP threshold (Figure 2.7D, Table 4, Appendix E). In addition, there were no changes to 

characteristic CIN properties, such as the rate of spontaneous tonic firing (Figure 2.7E), or the 

regularity of firing (Figure 2.7F). When stimulated with hyperpolarising to depolarising current 

steps, we found no difference in the evoked firing rate (Figure 2.7G), initial hyperpolarising 

sag (Figure 2.7H) or the adaptation of evoked spiking (Figure 2.7I).  

Similarly, we observed no changes to basic CIN electrophysiological properties in mature 

conditional knockout cells compared to controls. Resting membrane potential (Figure 2.7K) 

and input resistance (Figure 2.7L) remained consistent. However, we did observe a slight trend 

towards a more depolarised AP threshold (Figure 2.7M), as well as a significant increase in 

AP afterhyperpolarisation (AHP) amplitude (Table 5, Appendix E). Spontaneous firing rate and 

regularity remained unchanged (Figure 2.7N, O), but we did observe a decrease in evoked 

firing rate (Figure 2.7P), with no change to the sag ratio and adaptation of evoked spikes 

(Figure 2.7Q, R). This indicates similar results to what we found in the ChAT-dependent 

knockout of Er81. The increased AHP, with no change in baseline firing, but deficits at higher 

depolarised steps that we have found in the Lhx6-dependent Er81 knockout suggest that these 

factors are under the cell autonomous control of Er81.  
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Figure 2.7: CIN evoked activity is decreased in the mature Lhx6-dependent knockout of Er81 

A-I. Electrophysiological characteristics of developing striatal CINs in control and Er81 cKO conditions at P5-7. 

A.  Example traces of evoked firing in response to a 50 pA depolarising current step in a control and Er81 cKO 

CIN at P5-7. B. Resting membrane potential (n = 9 control, 7 cKO cells, p = 0.5095). C. Input resistance (n = 9 
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control, 7 cKO cells, p = 0.5872). D. Sag ratio (n = 9 control, 7 cKO cells, p = 0.4698, Mann-Whitney test). E. 

Action potential threshold (n = 9 control, 7 cKO cells, p = 0.4591). F. Spontaneous firing rate (n = 8 control, 6 

cKO cells, p = 0.3779). G. The coefficient of variation of spike timing (CV of inter-spike intervals; n = 7 control, 

6 cKO cells, p = 0.4069). H. F-I curve showing firing rate across increasing current steps (n = 7 control, 6 cKO 

cells, two-way ANOVA: F(1, 111, genotype) = 2.991, p = 0.0865; F(9, 111, interaction) = 0.1629, p = 0.9971). I. Adaptation 

index of evoked firing (n = 9 control, 7 cKO cells, p = 0.9906). J-R. Electrophysiological characteristics of mature 

striatal CINs in control and Er81 cKO conditions at P30+. J.  Example traces of evoked firing in response to a 150 

pA depolarising current step in a control and Er81 cKO CIN at P30+. K. Resting membrane potential (n = 7 

control, 5 cKO cells, p = 0.6628). L. Input resistance (n = 7 control, 5 cKO cells, p = 0.2727). M. Sag ratio (n = 7 

control, 5 cKO cells, p = 0.3352). N. Action potential threshold (n = 7 control, 5 cKO cells, p = 0.0588). O. 

Spontaneous firing rate (n = 7 control, 7 cKO cells, p = 0.4458). P. The coefficient of variation of spike timing 

(CV of inter-spike intervals; n = 7 control, 5 cKO cells, p = 0.2670). Q. F-I curve showing firing rate across 

increasing current steps (n = 5 control, 3 cKO cells, two-way ANOVA: F(1, 48, genotype) = 5.482, p = 0.0234; F(7, 48, 

interaction) = 0.3937, p = 0.9015). R. Adaptation index of evoked firing (n = 7 control, 5 cKO cells, p = 0.7986). 

Unless otherwise specified, Student’s t-test: p<0.05:*, p<0.01:**, p<0.001:***, p<0.0001:****. 

 

2.5.2 Parvalbumin Positive Interneuron Properties 

The dependence of PV-IN activity and function on Er81 expression has been previously studied 

in the cortex, where approximately two-thirds of layer 2/3 PV-INs express Er81. The 

electrophysiological properties of these neurons correlate with their expression of Er81, and the 

ablation of Er81 leads to altered excitability gating in these cells, as they present with a 

shortened latency to the first evoked spike (Dehorter et al. 2015).  

We do not expect the exact same mechanisms to be in effect in the striatum. Apart from the fact 

that the expression profile of Er81 is different in the striatum, with nearly all PV-INs expressing 

Er81 (Figure 2.2), PV-INs integrate into striatal circuitry differently from the cortex. Despite 

being born in a common location, the MGE, cortical and striatal PV-INs undergo segregated 

developmental processes from the point at which they divert their migratory paths (Villar-

Cervino et al. 2015). We therefore anticipate that the role of Er81 in regulating PV-IN properties 

will be distinct in the striatum.  

We therefore first probed PV-IN functional properties during development (P5-7). PV 

expression does not arise until later stages of development (Vogt Weisenhorn et al. 1998), 

however their expression of Lhx6, combined with post-hoc staining showing that they express 

neither SST nor ChAT can determine cells at putative PV-INs. In addition, we observed that 

PV-INs during early development already exhibit fast-spiking characteristics and can also be 

identified thusly. We observed no change to baseline characteristics in putative PV-INs such as 

the resting membrane potential (Figure 2.8B) and action potential characteristics (Figure 2.8D, 

Table 6, Appendix E). However, input resistance was significantly lower in the conditional 

knockout (Figure 2.8C), and subsequently, rheobase (the smallest current required to elicit a 

response) was significantly greater in the knockout (Figure 2.8F). These changes indicate a 
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decrease in excitability, as a decrease in input resistance results in greater current inputs 

required to elicit voltage depolarisations (Kernell 1966). Despite this, there was no change in 

spike latency (Figure 2.8G) or maximum firing frequency (Figure 2.8H), signifying that cells 

showed similar activity upon stimulation, but required greater input for activation.  

 

 

 

Figure 2.8: Putative Fast Spiking Interneurons are less excitable in the absence of Er81 during 

early development 

A. Example traces of hyperpolarisation and evoked firing in response to -50 and 75 pA current step stimulations 

in a control and Er81 cKO putative FSI/PV-IN at P5-7. B. Resting membrane potential (n = 12 control, 11 cKO 

cells, p = 0.2334). C. Input resistance (n = 13 control, 13 cKO cells, p = 0.006). D. Action potential threshold (n 

= 13 control, 13 cKO cells, p = 0.5861). E. F-I curve showing firing rate across increasing current steps (n = 8 

control, 14 cKO cells, two-way ANOVA: F(1, 171, genotype) = 0.3967, p = 0.5296; F(10, 171, interaction) = 0.1629, p = 

0.9911). F. Rheobase (n = 13 control, 13 cKO cells, p = 0.0010, Mann-Whitney test). G. Latency to the first spike 

at rheobase (n = 13 control, 13 cKO cells, p = 0.8798, Mann-Whitney test). H. Maximum firing rate achievable (n 

= 13 control, 13 cKO cells, p = 0.1599). Unless otherwise specified, Student’s t-test: p<0.05:*, p<0.01:**, 

p<0.001:***, p<0.0001:****. 

 

 

Decreased excitability at this early stage may impact the ability of PV-INs to regulate striatal 

circuitry in the Er81 knockout, and as a result, they may not have the capacity to integrate into 
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the striatal network due to their decreased activity (Allene et al. 2012, Denaxa et al. 2018). This 

could result in aberrant connectivity with the rest of the striatal circuit. We therefore wanted to 

confirm whether these alterations persist into adulthood.  

We found that PV-INs in the Lhx6-dependent Er81 conditional knockout had properties 

completely resembling control cells. There was no change in resting membrane potential 

(Figure 2.9B), action potential kinetics (Figure 2.9C, Table 7, Appendix E), rheobase (Figure 

2.9D), spike latency (Figure 2.9E), or firing ability (Figure 2.9F). Despite developmental 

alterations in these cells, PV-IN properties had rectified by adulthood. We wondered whether 

this might be due to developmental compensation within the striatal network (Tien and 

Kerschensteiner 2018), perhaps via rewiring of the circuitry to modulate PV-IN activity. To 

probe this, we utilised a PV-dependent knockout of Er81 (Er81fl/fl;PV-Cre;TdTomato). As 

mentioned above, PV is not expressed until P12-15, therefore alterations to PV-INs in this 

condition do not occur until after the P5-7 critical period of plasticity, and only within the PV-

IN population, without affecting CINs. We therefore anticipate that Er81 has a more cell 

autonomous effect in this knockout than in the Lhx6-dependent knockout.  

PV-INs in the PV-dependent Er81 knockout displayed deficits in line with what has been shown 

previously in the cortex (Dehorter et al. 2015). Despite no change to resting membrane potential 

(Figure 2.9H), action potential kinetics (Figure 2.9I, Table 8, Appendix E), or rheobase 

(Figure 2.9J), there was a decrease in the latency to the first spike on evoked firing (Figure 

2.9K). This indicates that when Er81 is ablated from PV-INs at a later stage of development, 

the observed increase in near threshold excitability may be under the control of similar 

mechanisms as in the cortex. Cortical PV-INs present with a shift in near threshold excitability 

in the absence of Er81 which is mediated by the expression of Kv1.1 potassium channels 

(Dehorter et al. 2015). It is possible that striatal PV-INs in the PV-dependent knockout of Er81 

are under the same mechanistic control.  
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Figure 2.9: Developmental versus mature ablation of Er81 from PV-INs produces different 

electrophysiological phenotypes 

A-F. Electrophysiological properties of mature (P30+) striatal FSIs/PV-INs in control (Lhx6-Cre;TdTomato) and 

Lhx6-Er81 cKO (Er81fl/fl;Lhx6-Cre;TdTomato) mice. A. Example traces of near threshold spiking in a control and 

Lhx6-Er81 cKO FSI. B. Resting membrane potential (n = 11 control, 12 cKO cells, p = 0.2949). C. Action potential 

threshold (n = 23 control, 18 cKO cells, p = 0.2192). D. Rheobase (n = 9 control, 7 cKO cells, p = 0.8541). E. 

Latency to the first spike at rheobase (n = 9 control, 7 cKO cells, p = 0.0704). F. Maximum firing rate achievable 

(n = 16 control, 9 cKO cells, p = 0.3058). G-L. Electrophysiological properties of mature (P30+) striatal FSIs/PV-

INs in control (PV-Cre;TdTomato) and PV-Er81 cKO (Er81fl/fl;PV-Cre;TdTomato) mice. G. Example traces of 

near threshold spiking in a control and PV-Er81 cKO FSI. H. Resting membrane potential (n = 6 control, 7 cKO 

cells, p = 0.9051). I. Action potential threshold (n = 7 control, 7 cKO cells, p > 0.9999, Mann-Whitney test). J. 

Rheobase (n = 4 control, 7 cKO cells, p = 0.9273, Mann-Whitney test). K. Latency to the first spike at rheobase 

(n = 6 control, 7 cKO cells, p = 0.0155). F. Maximum firing rate achievable (n = 8 control, 7 cKO cells, p = 0.9795, 

Mann-Whitney test). Unless otherwise specified, Student’s t-test: p<0.05:*, p<0.01:**, p<0.001:***, 

p<0.0001:****. 
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The role of Er81, and transcription factors in general, in both cell autonomous and network 

mediated manners is difficult to differentiate. Using sparse knockout techniques (see Methods), 

we did find that single PV-INs with Er81 ablated did have significantly lower expression levels 

of PV (data not shown). This suggests that Er81 has a key role in regulating the intrinsic 

properties of PV-INs, including their activity, as parvalbumin functions as a calcium buffer and 

mediates PV-IN activity (Caillard et al. 2000). However, in a vaster knockout condition such 

as the Lhx6-dependent knockout, compensatory mechanisms to account for the loss of Er81 

can normalise circuitry, especially through modulation during high plasticity critical periods.  
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2.6 Lhx6+ Interneuron Connectivity is Not Dependent on Er81 Expression 

We previously questioned the molecular regulation of the connectivity of striatal interneurons, 

and focussed on connections surrounding CINs in a specific knockout of the Er81 transcription 

factor targeting only these cells. Our findings indicated a potential specific perturbation in the 

connectivity between CINs and PV-INs, two cell populations that primarily originate from the 

MGE (Marin et al. 2000). Lhx6+ MGE-derived interneurons may have an affinity to form 

connections with one another as opposed to interneurons with different origins, as this has been 

shown previously in the cortex (Yu et al. 2009, He et al. 2015, Lin et al. 2023). We therefore 

questioned whether the connectivity between Lhx6 interneurons, and specifically between PV-

INs and CINs was altered upon ablation of Er81 from the whole Lhx6+ interneuron population. 

To address that, we probed measures of connectivity between Lhx6 interneurons.  

2.6.1 Descriptive measures of connectivity in the Lhx6 interneuron circuit 

We first quantified bouton density between PV-INs and CINs in control and the Lhx6-

dependent Er81 knockout and found a significant increase in PV bouton density on all CINs 

(Figure 2.10B). When we segregated CINs into Lhx6+ and Lhx6-, we found that this was 

driven by an increase in the PV innervation of Lhx6- CINs (Figure 2.10C, D). We also found 

no change in the density of overall ChAT labelled cholinergic boutons on PV-INs (Figure 

2.10F). This lack of change could be due to the pooling of all cholinergic input, including those 

from Lhx6- CINs.  

Comparing these findings to the results observed in the CIN-dependent knockout of Er81, we 

do see a similar overall phenotype. However, in the Lhx6-dependent Er81 knockout, we only 

affect Er81 in a subpopulation of CINs, and therefore were able to more closely probe the 

relationship between Er81 expression and connectivity by comparing Lhx6+ and Lhx6- CINs. 

However, bouton quantification is simply a measure of descriptive connectivity, as boutons do 

not always signify functional synapses. We therefore decided to study the functional 

connectivity of Lhx6+ interneurons.  
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Figure 2.10: Er81 ablation may strengthen the connectivity between PV-INs and CINs in the 

mature striatum 

A. Scheme of connections between PV-INs and Lhx6+ and Lhx6- CINs. Connectivity from PV-INs to CINs is 

functionally weak. B. ChAT+ bouton density quantification on the soma of control and Er81 cKO PV-INs (n = 8 

control, 9 cKO cells, p = 0.2766, Mann-Whitney test). C. PV+ bouton density quantification on the soma of all 

control and Er81 cKO CINs (n = 14 control, 12 cKO cells, p = 0.0240). D. PV+ bouton density quantification on 

the soma of Lhx6+ control and Er81 cKO CINs (n = 9 control, 10 cKO cells, p = 0.3773). E. PV+ bouton density 

quantification on the soma of Lhx6- control and Er81 cKO CINs (n = 4 control, 3 cKO cells, p = 0.0332). Unless 

otherwise specified, Student’s t-test: p<0.05:*, p<0.01:**, p<0.001:***, p<0.0001:****. 
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2.6.2 Probing the synaptic connectivity of the Lhx6 interneuron circuit 

Synaptic connections are established and refined throughout development. During early 

development, there is a large increase in connections that are then refined during synaptic 

pruning stages (Faust et al. 2021). We therefore decided to probe functional connectivity in the 

MGE-derived Lhx6+ interneuron population, both during early development whilst connection 

formation is occurring (P5-7) and following stages of refinement (P30+).  

We performed dual whole-cell patch clamp recordings from Lhx6+ interneurons in the striatum 

at these two stages (Figure 2.11A). We quantified both the presence and the strength of synaptic 

connectivity (Figure 2.11C) in recorded pairs in general, as well as in identified subpopulation 

pairs; i.e. cells identified as either PV-INs or CINs (or unknown Lhx6+ cells) (Figure 2.11B, 

G). We found a general decreasing trend in connected Lhx6+ pairs in the P5-7 knockout 

condition compared to control (58% to 35%; Figure 2.11D), but no change in the response rate 

of the post-synaptic cell across trials (Figure 2.11E) or the amplitude of the evoked response 

current (Figure 2.11F). When we segregated pairs based on the putative identity of cells 

(Figure 2.11G), we found no difference in the connectivity of PV-IN/CIN pairs (Figure 

2.11H). The overall incidence of confirmed PV-IN/CIN pairs was low, contributed to by the 

fact that many cells at this stage either still exhibited immature characteristics or were not 

retained for post-hoc staining, and therefore could not be identified.  We therefore compared 

the overall connectivity of PV-INs and CINs with any other Lhx6+ interneuron (including other 

interneurons of the same subclass and unidentified Lhx6+ interneurons). We found no 

difference in connectivity between the control and knockout conditions in either case but did 

notice that PV-INs seem to more connected overall compared to CINs (Figure 2.11I, J). These 

results show no major differences in developmental connectivity between the control and Er81 

conditional knockout. However, as we are only targeting a specific time point, there is still a 

possibility that shifts in connectivity persist past developmental stages, therefore we performed 

similar paired recordings at mature stages (P30+). Once again, we found no difference in 

connectivity between control and knockout conditions, and an overall low incidence of 

connectivity between Lhx6+ interneuron pairs (Figure 2.11L). Connected pairs were all PV-

IN/PV-IN (FSI/FSI) pairs, and we observed no PV-IN/CIN connected pairs, which is 

unsurprising as previous studies have also shown a very low incidence of connectivity between 

PV-INs and CINs (Gittis et al. 2010, Straub et al. 2016). Interestingly, we did observe some 

connectivity between these two interneuron subtypes during developmental stages (Figure 

2.11H). This raises a key question of whether this connection is developmentally relevant for 
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circuit formation but with no functional purpose later in life and is therefore pruned. Further 

probing into the incidence of this connectivity during development is necessary, perhaps via 

the use of retrograde viral labelling to determine the expanse of PV-INs connecting to CINs 

and vice-versa during stages of circuit formation.   
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Figure 2.11: Er81 ablation does not severely affect the synaptic connectivity of Lhx6+ 

interneurons 

A. Dual patch recordings were done of Lhx6-TdTomato+ pairs in the striatal circuit at P5-7 and P30+. B. Example 

of a P5-7 Lhx6-Tdtomato+ (red) pair loaded with neurobiotin (orange) during recording, with one cell expressing 

ChAT (cyan), identifying it as a CIN, scale 50 µm. C. Recording trace from a synaptically connected pair, where 

cell 1 was stimulated to generate action potentials in current clamp (CC) mode, whilst cell 2 was held at -80 mV 

in voltage clamp (VC) mode to record post-synaptic currents. D. The proportion of all recorded pairs connected at 

P5-7 in the control and Er81 cKO striatum (n = 12 control, 10 cKO mice, p = 0.1751, Chi-Square test). E. The 

proportion of trials where a successful post-synaptic current response was recorded (out of ten trials, for each pair 

direction). F. The average response current amplitude for each pair direction (p > 0.9999, Mann-Whitney t-test). 

G. Lhx6+ interneuron pair identity configurations: pairs were classified as either PV-IN/CIN, PV-IN/any other 

Lhx6+ interneuron, and CIN/any other Lhx6+ interneuron. H. The proportion of confirmed PV-IN/CIN pairs 

connected at P5-7 in the control and Er81 cKO striatum. I. The proportion of pairs including a PV-IN connected 

at P5-7 in the control and Er81 cKO striatum (p = 0.7462, Chi-Square test). J. The proportion of pairs including a 

CIN connected at P5-7 in the control and Er81 cKO striatum (p = 0.6115, Chi-Square test). K. Lhx6+ interneurons 

pairs were recorded in the adult (P30+) striatum. L. Recording trace of a pair connected both via gap junction and 

synaptically. Left: cell 1 held in CC, with action potentials evoked, cell 2 held in VC at -80 mV; then conditions 

switched, right: cell 1 held in VC at -80 mV, cell 2 held in CC, with action potentials evoked. M. The proportion 

of all recorded pairs connected at P30+ in the control and Er81 cKO striatum (n = 9 control, 7 cKO mice, p = 

0.7125, Chi-Square test). 

 

The detection of synaptic connectivity in this study relies on the integration of post-synaptic 

responses to pre-synaptic stimulation to be strong enough to elicit a response in the soma of the 

post-synaptic cell. It is possible that pairs that were synaptically connected remained undetected 

as the stimulation of the pre-synaptic cell generated a response that was attenuated in dendritic 

compartments (Spruston et al. 1994). Indeed, it is possible that synchronous inputs are needed 

to generate a response between interneuron pairs. Synchronous firing is common within the 

CIN population and is important for regulating dopamine release in the striatum and enacting 

feedforward inhibition onto SPNs (Dorst et al. 2020). Conversely, synchronous firing in striatal 

PV-INs is uncommon (Klaus et al. 2011), but has been predicted in FSI pairs that are electrically 

connected via gap junctions.  

2.6.3 Electrical connectivity of striatal interneurons 

During development, and even persisting into adulthood, electrical or gap junction connectivity 

between neurons is a critical form of cell communication. Neuronal coupling via gap junctions 

peaks during a transient increase during development, increasing during the first two postnatal 

weeks and peaking around P15, before decreasing in adulthood (Belousov and Fontes 2013). 

As such, gap junctions in neuronal circuits have a vital role in the regulation of circuit formation 

and refinement. 

We have previously mentioned that sister neurons have an affinity for forming chemical 

synapses with each other as opposed to neurons from other lineages (Yu et al. 2009, He et al. 

2015, Lin et al. 2023). Further studies revealed that these chemical synapses are preceded by 
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electrical connections. Excitatory cortical sister neurons arising from radial glial cells form gap 

junction connections with each other, but not with neurons from separate lineages (Yu et al. 

2012). This electrical connectivity largely disappeared after P6 and was replaced by chemical 

synapses. The same study found that the presence of the electrical connection early during 

development was necessary for the future formation of a chemical synapse between sister 

neurons (Yu et al. 2012). This concept has been shown in a number of contexts, and multiple 

studies provide evidence for the presence of electrical connections being essential for chemical 

synapse formation (Todd et al. 2010, Jabeen and Thirumalai 2018).  

However, it appears that gap junction connectivity may have a separate role in interneurons. A 

similar study focussing on cortical interneurons originating from the MGE and PoA found that 

neurons originating from a single progenitor form preferential electrical connections with one 

another as opposed to the progeny of another neural progenitor cell (Zhang et al. 2017). 

Interestingly, the characteristics of gap junction connectivity in inhibitory interneurons was 

very different from that in cortical excitatory neurons. Electrical synapses between interneurons 

continued to form throughout development, and did not dictate the presence or formation of 

chemical synapses between interneurons (Zhang et al. 2017). Instead, it is suggested that 

interneuron electrical coupling serves an important functional purpose for synchronising 

inhibitory control of the surrounding circuitry. Indeed, electrically connected interneurons 

preferentially form coordinated synaptic connections with the same excitatory neuron and thus 

suggests that interneuron origin is linked to the precise microcircuit assembly between 

inhibitory and excitatory neurons in the cortex (Zhang et al. 2017).  

In general, interneurons appear to have a high affinity for forming gap junction connections, 

and this has been shown in various brain regions other than the cortex, including the striatum 

(Fukuda 2009). Although a dependence of connectivity on developmental lineage has not been 

shown in the striatum, as the majority of striatal interneurons are derived from the MGE, it is 

expected that they will follow similar developmental mechanisms. Whilst gap junctions have 

been shown between various interneuron subtypes, the most commonly reported coupling, 

particularly in the striatum, is between PV+ FSIs (Koos and Tepper 1999, Galarreta and Hestrin 

2001, Yang et al. 2014). Early studies indicated that FSI-FSI gap junction connected pairs occur 

with approximately a 30% incidence in adults (Koos and Tepper 1999). Network model studies 

have indicated that these FSI gap junction connected pairs strongly enact synchronous 

inhibitory control over striatal SPNs (Hjorth et al. 2009), and are therefore vital for striatal 

output regulation.  
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We hypothesised that Er81 has a role in the promotion of gap junction connectivity between 

fast spiking interneurons in the striatum. Gap junctions are facilitated by two hemichannels 

known as connexins (Belousov and Fontes 2013). Connexin expression is under tight 

transcriptional control, with increasingly more regulatory transcription factors being identified 

(Oyamada et al. 2005). Amongst these, Er81 has been shown to regulate transcriptional 

programs necessary for the expression of the cardiovascular Cx40 (Shekhar et al. 2016, Shekhar 

et al. 2018). Although Cx40 is not expressed in neuronal cells, which instead primarily express 

connexin 36 (Cx36) (Condorelli et al. 1998, Rash et al. 2000), most connexins share a common 

genetic structure and are therefore likely to be susceptible to similar transcriptional regulation 

(Condorelli et al. 1998, Dbouk et al. 2009). 

We saw no changes to the synaptic coupling of striatal interneurons in the absence of Er81 

(Figure 2.11), however previous studies outlined above show that synaptic connectivity in 

interneurons may not be reliant on electrical connectivity, as it is in excitatory neurons. 

Therefore it is possible that gap junction connectivity between striatal FSIs is mediated by Er81, 

without then influencing synaptic connectivity. We therefore compared the number and 

characteristics of gap junction connected FSIs in control and Lhx6-dependent Er81 knockout 

conditions. This was done across three age points; P5-7, P15-18, and P30+. The addition of 

P15-18 was due to evidence of this stage being the peak of gap junction prevalence in 

interneurons, and also the peak of coupling strength between gap junction connected FSI pairs 

(Belousov and Fontes 2013, Yang et al. 2014).  

Paired electrophysiological recordings consisted of a hyperpolarising stimulation being applied 

to each neuron, and the subsequent response recorded in the other neuron (Figure 2.12A, see 

Methods). From this and depolarising current steps (Figure 2.12B), we were able to identify 

electrically connected pairs with corresponding responses in both cells. We found no difference 

in the proportion of pairs connected at P5-7 and a low overall incidence of connected pairs 

(25% control, 25% conditional knockout; Figure 2.12C). This proportion increased in the P15-

18 control (83%) but was significantly lower in knockout conditions at this stage (41%; Figure 

2.12D). By mature (P30+) stages the prevalence of connected pairs decreased and was 

equivalent between control and knockout conditions (14% control, 10% conditional knockout; 

Figure 2.12E). We also compared the coupling coefficient between connected pairs and found 

no differences at any stage between control and knockout conditions (data not shown).  
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To further test this, we loaded single patched FSIs at P15-18 with neurobiotin to facilitate the 

loading of nearby gap junction connected cells (Figure 2.12F). We compared the number of 

loaded cells between control and knockout conditions to determine whether the overall number 

of connected cells showed a similar decrease. Whilst we saw no significant difference in the 

number of loaded cells (Figure 2.12G), there was a decreasing trend. There was also no 

difference at mature stages (0-2 cells connected control and conditional knockout, data not 

shown).  

Together, we show that gap junction connectivity during later stages of development is 

significantly impeded by the lack of Er81 in Lhx6+ interneurons. This has potential impacts on 

the overall formation and function of the circuit. Although FSI function is not altered in the 

Lhx6-dependent knockout at mature stages, it is possible that their overall control over and 

connectivity with SPNs is affected and impacts other aspects of basal ganglia circuit formation. 

Whilst we observed no differences in gap junction connectivity between individual pairs during 

early development (P5-7), this does not reflect the overall connectivity of the striatal network.  
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Figure 2.12: Gap junction connectivity is decreased in the absence of Er81 

A. The stimulation protocol to test for gap junction connectivity and cell responses in a connected pair. Each cell 

was stimulated by a 200 pA hyperpolarising 300 ms pulse in sequence. The stimulated cell response and the gap 

junction mediated response in the other cell were compared to determine the strength of connectivity. B. Example 

traces of a gap junction connected PV-IN pair, where both cells were held in current clamp mode. C. The 

proportion of PV-IN/FSI pairs connected via gap junction at P5-7 (n = 12 control, 10 cKO mice, p = 1.000, Chi-

Square test). D. The proportion of PV-IN/FSI pairs connected via gap junction at P15-18 (n = 5 control, 6 cKO 

mice, p = 0.0232, Chi-Square test). E. The proportion of PV-IN/FSI pairs connected via gap junction at P30+ (n = 

9 control, 7 cKO mice, p = 0.7543, Chi-Square test). F. A single Lhx6+ (red) cell loaded with neurobiotin (orange) 

in vitro, surrounded by cells loaded via gap junction connections at P15-18, scale: 25 µm. G. The number of 

connected cells surrounding the single loaded cell in the control and cKO striatum at P15-18 (n = 3 control, 3 cKO 

mice, p = 0.2135, Student’s t-test).  
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2.6.4 Evidence of characteristic developmental activity shifts in the absence of Er81 

During early stages of development, characteristic waves of activity are known to be crucial for 

driving circuit formation. Electrically connected neurons engage in synchronised calcium 

plateaus (SPAs; synchronous plateau assemblies) from as early as embryonic stages (Allene 

and Cossart 2010, Dehorter et al. 2011, Allene et al. 2012). Connectivity between cells engaging 

in SPAs shifts from electrical to chemical, and SPAs are then replaced by synchronous waves 

of calcium activity, known as giant depolarising potentials (GDPs; Figure 2.13A) (Kasyanov 

et al. 2004, Mohajerani and Cherubini 2006, Dehorter et al. 2011). GDPs are highly necessary 

for further circuit formation as they strengthen synaptic connections between participating 

neurons (Griguoli and Cherubini 2017), and occur in the striatum from P5-7 (Dehorter et al. 

2011). Given our hypothesis for both aberrant neuronal development and aberrant circuit 

formation in the absence of Er81, we investigated the incidence and characteristics of cells that 

appeared to be participating in either SPA or GDP activity.  

Due to their nature as network wide events, identifying SPAs and GDPs is not possible in a 

whole-cell patch clamp configuration. Optimally, calcium imaging is the best method for 

capturing these events. Due to technical issues, we were unable to perform calcium imaging to 

visualise activity in developing striatal interneuron, however, we were able to classify cells as 

either SPA-like or GDP-like during whole-cell patch clamp recordings. This was dependent on 

them exhibiting properties indicative of a cell in a SPA (calcium plateaus; Figure 2.13C) or 

GDP network (large, regular, non-action potential depolarisations; Figure 2.13H). As SPAs 

precede GDPs, we first wondered whether the number of cells engaging in this developmental 

activity differed between the control and conditional knockout of Er81, potentially indicating a 

shift in the speed of maturation. Overall, we did not see a difference in the proportion of 

immature cells recorded from between P5 and P7 (healthy cells unable to sustain action 

potential firing further than a single spike, data not shown). We also saw no difference in the 

proportion of cells engaged in SPA-like or GDP-like activity (Figure 2.13B). We then 

determined whether features of SPA-like and GDP-like events were different between control 

and conditional knockout cells. Cells engaging in SPA-like behaviour did present with a 

hyperpolarised resting membrane potential in the conditional knockout (Figure 2.13D). This 

indicates a decrease in excitability, which could be linked with Er81-dependent regulation of 

specific channel expression. Er81 regulates the expression of the Kv1.1 potassium channel 

(Dehorter et al. 2015), which is also known to regulate resting membrane potential in the early 

postnatal hippocampus (Chou et al. 2021). In addition, it has been suggested that a 
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hyperpolarisation of the membrane potential indicates the retraction from spontaneous calcium 

transients (Watari et al. 2013), which in this case, could signify an early maturation. However, 

as we saw no difference in the frequency at which SPA-like events were occurring (Figure 

2.13E), or the proportion of cells that had SPA-like and GDP-like characteristics, we assumed 

that SPA-like activity was not retracting earlier in the Er81 knockout condition, and there was 

no difference in the speed of maturation.  

Upon comparing the characteristics of SPA-like events, we found that conditional knockout 

cells presented with calcium plateaus with a significantly smaller amplitude of depolarisation 

than control cells (Figure 2.13F), with no change to the average duration (Figure 2.13G). This 

correlates with both the observed hyperpolarisation of RMP causing a decrease in excitability, 

but also the observed decrease in input resistance observed in FSIs at P5-7 (Figure 2.8C). 

Overall, these results indicate a decrease in excitability, with less power behind SPA-like 

calcium plateaus. It is a possibility that this could decrease the coupling between the gap-

junction connected neurons in the SPA network, and could decrease the overall connectivity of 

the network. Combined with our findings of decreased gap-junction connectivity at P15-18, this 

indicates that these early decreases in excitability, potentially stemming from potassium or 

calcium channel or receptor mediated changes to resting membrane potential and input 

resistance, could be the cause of decreased electrical coupling in late postnatal developmental 

stages.  
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Figure 2.13: Evidence of characteristic developmental activity in striatal interneurons  

A. SPAs are driven by gap junction connected networks; GDP activity is driven by synaptically connected 

networks. B. The proportion of P5-7 Lhx6+ neurons expressing SPA-like or GDP-like activity in control and Er81 

cKO conditions. C. Examples of three different presentations of SPA-like activity. D. The resting membrane 

potential (RMP) of cells displaying SPA-like activity in control and cKO cells (n = 13 control, 15 cKO; p = 

0.0449). E. The frequency of SPA-like events in control and Er81 cKO cells (n = 14 control, 13 cKO; p = 0.5580, 

Mann-Whitney test). F. The average amplitude of SPA-like depolarisation plateaus in control and Er81 cKO cells 

(n = 14 control, 16 cKO; p = 0.0472, Mann-Whitney test). G. The average duration of SPA-like events in control 

and Er81 cKO cells (n = 12 control, 14 cKO; p = 0.6308, Mann-Whitney test). H. Example of GDP-like activity. 

I. The resting membrane potential (RMP) of cells displaying GDP-like activity in control and Er81 cKO cells (n 

= 4 control, 7 cKO; p > 0.9999, Mann-Whitney test). J. The frequency of GDP-like events in control and 

conditional knockout cells (n = 4 control, 8 cKO; p = 0.1905). K. The average amplitude of GDP-like events in 

control and conditional knockout cells (n = 3 control, 8 cKO; p = 0.5487). Unless otherwise specified, Student’s 

t-test: p<0.05:*, p<0.01:**, p<0.001:***, p<0.0001:****. 
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2.7 Discussion 

In this study, we probed the role of Er81 in striatal interneurons and their connectivity with one 

another. Our findings show that Er81 can exact cell-type specific control over neuron function, 

with separate alterations to PV-INs and CINs in developing and mature stages. Crucially, we 

also found deficits in striatal interneuron circuit formation in response to the modulation of 

striatal interneuron genetic patterning. Together this raises questions regarding the 

susceptibility of the developing network to change, its reliance on cellular diversity, and the 

fine-tuned actions of molecular factors to control neuronal characteristics.  

Er81 has diverse roles in different neuronal populations 

Er81 is expressed in a subregion of the medial ganglionic eminence (MGE) during neurogenesis 

(Flames et al. 2007), hence we questioned whether Er81 regulates lineage-dependent 

connectivity during development and into adulthood. Er81 expression persists into adulthood 

in both PV-INs and CINs, but with differing expression patterns. Our results confirmed diverse 

effects of Er81 ablation in PV-INs and CINs, that are likely mediated by separate transcriptional 

pathways (Dehorter et al. 2015, Ahmed et al. 2021).  

The main role of transcription factors is to regulate their target genes by interacting with DNA, 

as such, they are generally localised to the nucleus when active. Nuclear localisation is a process 

that is influenced by a number of environmental factors (Vandromme et al. 1996). In particular, 

Er81 has been shown to act in an activity-dependent manner; its localisation to the nucleus and 

regulation of maturation genes in cerebellar granule cells is triggered by action potentials 

leading to a calcium influx (Abe et al. 2011) and enhanced in cortical PV-INs upon network 

activity decrease, corresponding to increased PV-IN activity (Dehorter et al. 2015).  

Transcription factors can exist both in the nucleus, ready for activation, and in the cytoplasm 

of cells, localising to the nucleus following activation signals (Vandromme et al. 1996). This 

process is mediated by the binding of a nuclear localisation sequence (NLS) (Vandromme et al. 

1996, Lu et al. 2021). Here we have found that Er81 can exist in both of these configurations, 

dependent on cell type. Er81 expression in striatal PV-INs appears nuclear, as it is the case in 

cortical PV-INs (Dehorter et al. 2015), where it is likely that it acts as an active transcriptional 

regulator in these cells. Interestingly, CINs exhibit both nuclear and cytoplasmic Er81 

expression, which could imply that Er81 does not have an active transcriptional role in these 

cells.  There is evidence of protein-protein interactions being a key secondary aspect of 

transcription factor function (Goos et al. 2022). Er81 has been shown to form protein-protein 
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complexes with other transcription factors such as SMAD4 (Mothers against decapentaplegic 

homolog 4), which is both a transcription factor and tumour suppressor (Oh et al. 2019), and 

Tpit (T-box transcription factor), a highly restrictive regulator of differentiation in pituitary 

gland  (Budry et al. 2011). Indeed, cytoplasmic Er81 expression has been shown before in 

cortical layer five pyramidal neurons, and in this study it was suggested that Er81 may have a 

developmental role, during which time it is active, and then it remains less active at later adult 

stages (Yoneshima et al. 2006). Further research is needed to determine if Er81 engages in 

protein coupling interactions in striatal CINs, such as via coimmunoprecipitation (Co-IP) 

assays, and whether this might influence its role in these cells. In addition, probing the 

responsiveness of Er81 localisation to signalling pathway stimulation and increased cellular 

activity in CINs may indicate whether Er81 can take on the role of a transcriptional regulator 

in these cells at all, or whether its ability to localise to the nucleus is blocked by inhibition of 

the NLS (Lu et al. 2021). Understanding whether the purpose of Er81 expression in the 

cytoplasm of CINs is representative of inactivity or a separate functional role will be important 

for understanding the factors governing the maturation of these cells throughout development. 

Tools such as single cell or spatial RNA sequencing will be critical for studying this. 

When Er81 was ablated from both CINs and PV-INs, via an Lhx6-dependent knockout, some 

alterations to electrophysiological properties that were observed in specific knockouts (PV and 

ChAT dependent) were no longer seen. This is evidence for Er81 having separate cell 

autonomous and network wide roles. Whether the phenotypes observed are indeed due to the 

lack of Er81 within individual cells, (i.e., a cell autonomous role) or a flow-on effect of whole 

network alterations due to the knockout impacting activity levels, remains to be determined. 

Whilst we do have some evidence that Er81 can regulate cell morphology and PV expression 

in a cell autonomous manner, future studies should attempt to ablate Er81 from select neurons 

at early stages and study whether these cells lose their place in the network due to cell intrinsic 

deficits.  

When Er81 was removed from the larger interneuron microcircuit (i.e. the Lhx6+ interneuron 

population), we observed deficits in electrical connectivity. This is another example where  the 

mechanisms of Er81 regulation is unclear. Er81 may potentially control the overall excitability 

of the network, via its control of interneuron excitability, and thus impact connectivity. Indeed, 

it is known that activity levels influence connectivity between neurons (Zarei et al. 2022). 

However, we do also have some evidence of Er81 directly regulating the expression of gap 
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junction channel proteins, and its ablation could downregulate the overall presence of gap 

junctions in the network (Shekhar et al. 2016, Shekhar et al. 2018).  

Er81-mediated regulation of cells and circuitry is complex, and elucidating its mechanisms of 

action will require further studies to fully characterise the expression pattern of Er81 in striatal 

interneurons and the purpose of this diversity.  

The contribution of striatal interneuron diversity to building functional circuitry 

Diversity within neuron populations has been thought to contribute to the formation of 

specialised circuitry, underlying the rich range of functions that the brain is capable of 

(Thivierge 2008, Miterko et al. 2018). Striatal interneurons are a heterogeneous population; 

both CINs and PV-INs are heterogeneous populations, genetically, morphologically, and 

functionally (Koos and Tepper 1999, Tepper et al. 2018, Ahmed et al. 2019). In Chapter 1, we 

explored the diversity of cholinergic interneurons in the striatum (Ahmed et al. 2019); there are 

several sub-populations of CIN, which result from diverse birth-places and times (Chen et al. 

2010, Magno et al. 2017). In this chapter, we have investigated the CIN population as a whole 

and have also focussed on the Lhx6+ CIN subpopulation. Adult Lhx6+ and Lhx6- CIN 

characteristics have been well described, and they differ in cell morphology and function 

(Lozovaya et al. 2018). Er81 expression does not segregate Lhx6+ and Lhx6- CINs (Ahmed et 

al. 2021), and therefore, even in the Lhx6-dependent knockout condition, in which we 

investigated key aspects of connectivity, we have not ablated Er81 from all CINs. Indeed, we 

did find a discrepancy between the innervation of PV boutons targeting Lhx6+ versus Lhx6- 

CINs. In the Lhx6-dependent Er81 conditional knockout, we observed a potential redirection 

of PV axonal boutons towards Lhx6- CINs. These are the cells that were not affected by the 

Er81 knockout, and therefore some of which may still express Er81.  

We also show for the first time a potential upregulation of connectivity between PV-INs and 

CINs during development. Discrepancies between Lhx6+ and Lhx6- CINs in terms of their 

integration into the striatal network remains to be elucidated by future studies. These would 

include simultaneous recordings from PV-INs with either Lhx6+ or Lhx6- CINs, to determine 

whether they have different connectivity, particularly during development. Importantly, we saw 

low levels of connectivity between PV-IN/CIN pairings in this current study, therefore utilising 

optogenetic mechanisms to stimulate the vast PV-IN or CIN network may overcome issues of 

low connectivity between single cells. These experiments would confirm whether PV-INs and 

Lhx6+ CINs, which are born in the MGE, preferentially connect to one another during 
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development compared to connections between PV-INs and Lhx6- CINs, which are born 

elsewhere, such as the septal epithelium. As we have discussed previously, cells from a 

common neurogenic origin are more likely to form connections (Yu et al. 2009, Yu et al. 2012, 

He et al. 2015, Zhang et al. 2017, Lin et al. 2023), therefore it is possible that the presence of 

PV-IN/CIN connectivity during development is specific to Lhx6+ circuitry and not found in 

Lhx6- CINs. An additional point is to recognise that this current study only looks at functional 

cell-cell connectivity. The striatum appears to rely heavily on synchrony as a structure that 

stabilises and filters inputs from other regions (Stern et al. 1998, Dorst et al. 2020). In addition, 

the two cell types we have focussed on have unique properties that contradict the idea of them 

being strongly connected at a single cell level. CINs rely primarily of the volume transmission 

of acetylcholine to the whole striatum (Taber et al. 2011, Nosaka and Wickens 2022), and whilst 

they do have direct connections with other neurons, their tonic firing pattern also makes it 

unlikely that a single action potential elucidates a strong response in the post-synaptic cell. In 

addition, there is evidence that PV-INs fire synchronously in the striatum to enact control over 

other cells (Damodaran et al. 2014), similarly this also indicates that a strong influence of many 

PV-INs may be necessary to elucidate post-synaptic responses, particularly in the mature 

circuit. Previous studies to investigate striatal connectivity have utilised optogenetic approaches 

to stimulate many interneurons simultaneously, and then record the resulting response in the 

postsynaptic cell (Nelson et al. 2014, Straub et al. 2016). A future aim to confirm connectivity 

deficits in the Er81 knockout model would be to use a similar approach.  

We described a continuous spectrum of Er81 expression in striatal interneurons, particularly 

CINs. In this study, we ablated Er81 and investigated the resulting alterations to circuitry. A 

key future experiment would be to facilitate the overexpression of Er81 and test whether the 

circuit responds in an equal and opposite manner or engages in a different form of regulation. 

Whether Er81 overexpression would change the identity of some neurons from non-expressing 

to expressing and shift the wiring of the network to be overconnected is a distinct possibility.  

How a transcription factor can influence connectivity and network building  

Defects in neuronal circuitry, from decreased or increased connectivity, to miswiring, have been 

linked to subsequent behavioural alterations, to the point of neuropsychiatric pathologies (Vasa 

et al. 2016). During early stages of development, excessive connections form in the brain. 

Whether this has a functional purpose, other than to guarantee that enough connections are 

present in the brain, is unknown. It is possible that even these excessive connections form in a 

specific manner, and that they facilitate key processes during developmental critical periods. 
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Refinement of neuronal circuits occurs later, by way of synaptic pruning (Kolb and Gibb 2011). 

The removal of certain synapses is specific and activity dependent, reliant on spontaneous 

neuronal activity, such as SPA and GDP activity (Faust et al. 2021). Here we show for the first 

time that striatal PV-INs and CINs are bidirectionally connected during early development. PV-

INs and CINs are thought to be poorly connected in adulthood, with little to no PV-IN to CIN 

connections (Chang and Kita 1992, English et al. 2011, Szydlowski et al. 2013, Straub et al. 

2016). These findings indicate that the connection between PV-INs and CINs is not functionally 

relevant for refined circuitry and is likely removed during synaptic pruning. However, it is also 

possible that this connection has a key role in regulating striatal circuitry during development 

and even facilitating the establishment of neuronal properties.  

The susceptibility of neuronal connection specificity to be under transcriptional control is a 

complex question, with no clear answer based on the current literature. Synaptogenesis in the 

brain is far too vast to be reliant on a single transcription factor, or even a single family of 

transcription factors (Shen and Scheiffele 2010). Instead, it is possible that different 

transcription factors regulate circuit formation and connectivity in certain brain regions, and in 

various sub-circuits. In this study, we wanted to determine the direct and indirect roles that the 

Er81 transcription factor could play in regulating striatal microcircuit formation and function.  

In the absence of Er81, we found a severe deficit in the number of FSI-FSI gap junctions during 

late postnatal development. Developmental gap junction connectivity is vital for establishing 

future functional circuitry. It is well known, in many structures, that electrical synapses are 

prominent between FSIs, and occur in a dendrito-dendritic fashion (Galarreta and Hestrin 

2001). In addition, the input resistance of cells influences their ability to respond stimulations 

through gap junctions (Galarreta and Hestrin 2001), and we observed a significant decrease in 

input resistance during early development. This decreased responsivity of cells could have led 

to a weakening of gap junction connection reinforcement, therefore resulting in the decreased 

proportion of connected pairs. However, this relationship is complex, as we explore further in 

Chapter 5.  

Overall, whilst we have observed developmental alterations to circuitry, it is crucial to 

understand the impact of shifts in developmental trajectory. Future studies will link these 

findings to behavioural alterations.  

  



64 

 

Chapter 3:  

Diversity in Serotonergic Modulation of the Striatum  

in Response to Early Genetic Insult 

3.1 Preamble  

Circuit development not only depends on specific genetic programming, but also activity levels 

in the surrounding environment, which is maintained via an excitation-inhibition balance (Sohal 

and Rubenstein 2019). Several genetic and activity dependent factors then regulate circuit 

maintenance and function, essentially controlling how neuronal circuits facilitate behaviour and 

cognition. We have previously focussed on manipulating microcircuitry within a structure, 

however long range innervation from distant structures can carry crucial information and 

modulate circuit function. Serotonin (5-HT) has been found to have a role in the vast majority 

of behavioural and physiological functions, such as motor control, emotion and mood, and 

reward control (Lucki 1998), and is implicated in many neuropsychiatric disorders, including 

schizophrenia, anxiety, and depression (Schwarting et al. 1998, Charnay and Leger 2010). 

Serotonin enacts this control via massive innervation of nearly all structures in the brain, where 

it is released generally via volume transmission (Quentin et al. 2018). Serotonergic neurons are 

located in select, small nuclei in the midbrain and brainstem (Charnay and Leger 2010). The 

major nucleus sending projections to the forebrain is the Dorsal Raphe Nucleus (DRN), whilst 

caudal nuclei in the brainstem innervate the spinal cord. The DRN is not a homogeneous 

structure, diversity in anatomical sub-regions and along the rostro-caudal axis contribute to the 

selective innervation of downstream target structures and functional relevance (Ren et al. 2018, 

Huang et al. 2019, Ren et al. 2019).  

The role of some genetic factors in regulating the differentiation of serotonergic identity is 

known, such as the necessity of the Nkx2.2 and Pet-1 transcription factors for serotonergic 

identity (Gaspar et al. 2003). Pet-1 is an ETS transcription factor (also known as FEV: Fifth 

Ewing Variant) that is known to segregate the vast majority of serotonergic neurons in the DRN, 

and is expressed from early stages (Hendricks et al. 1999, Liu et al. 2010). It is a terminal 

selector of serotonergic identity that also regulates serotonergic neuron excitability and 

functional maturation (Spencer and Deneris 2017). Other ETS factors have also been shown to 

be linked to serotonergic identity and function; Etv5 is required for hypothalamic serotonergic 

neuron differentiation (Bosco et al. 2013), and an orthologue of Etv1/Er81 (Ast-1) has been 

identified as a terminal selector of serotonergic neuron identity in the C. elegans animal model 

(Lloret-Fernandez et al. 2018). Er81 has a very similar molecular structure to its ETS family 
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member Pet-1 and has been shown to also be expressed from early stages in other structures 

such as the MGE (Flames et al. 2007). We therefore wondered whether Er81 could regulate the 

identity and function of  DRN serotonergic neurons, as it does in other neuromodulatory 

populations (see Chapter 2).  

As mentioned above, DRN serotonergic neurons innervate nearly all brain structures, this 

includes the striatum. The striatum is a primarily inhibitory structure, acting almost as a filter 

in the basal ganglia circuitry (Calabresi et al. 2014). Whilst much of the innervation it receives 

is excitatory (Hunnicutt et al. 2016), it also receives heavy neuromodulatory inputs from 

midbrain structures (Guo et al. 2015), including the DRN. Approximately a third of all 

serotonergic neurons in the DRN send projections to innervate the striatum (Steinbusch et al. 

1981, Waselus et al. 2006, Huang et al. 2019), and there is a vast network of serotonergic 

receptors expressed on spiny projection neurons (SPNs) and interneurons (Navailles and De 

Deurwaerdere 2011), indicating their widespread influence. However, their specific role and 

effect on striatal circuitry is still being established.  

 

 

 

Figure 3.1: Serotonergic projections throughout the brain  

Long range projections from serotonergic neurons in the Dorsal Raphe Nucleus (DRN) innervate many structures 

throughout the brain (sagittal view), including the striatum (pink).  
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Serotonin has been shown to influence striatum-dependent behaviour. Serotonin regulates 

motor behaviour in the dorsal striatum (Nair et al. 2020), but has also been shown to be involved 

in other behaviours such as anxiety and depression, via the striatum (Schwarting et al. 1998). 

For example, striatal serotonin levels in mice are elevated following a high stress experience 

(Takahashi et al. 1998, Strong et al. 2011), and mice subsequently show depression-like 

behaviour; this depressive state can then be rescued by inhibition of a specific serotonin receptor 

type (5-HT2C) (Strong et al. 2011). Interestingly, it has also been shown that this relationship is 

sensitive to environmental influence, such as exercise, which reduces 5-HT2C expression in the 

striatum and attenuates the previously observed receptor mediated depressive state (Greenwood 

et al. 2012). Similarly, modulation of serotonin levels via selective serotonin reuptake inhibitor 

(SSRI) application rescues OCD-like behaviour in an orbitofrontal cortex lesion induced model 

of OCD (Schilman et al. 2010). In terms of human studies and more complex emotional 

responses, striatal serotonin activity has been linked with reward processing as well as decision 

making in humans (Tanaka et al. 2007, Bang et al. 2020). Serotonin depletion also affects the 

behavioural response to fairness and punishment, whereby subjects had decreased ventral 

striatum responses to fairness and increased dorsal striatum responses to punishment (Crockett 

et al. 2013). With such diverse roles, additional even to those outlined above, serotonin is 

considered a fine-tuned regulator of many behavioural processes, with a great number of them 

involving the striatum (Lucki 1998).  

 

 

Figure 3.2: Overlap of Striatum- and Serotonin-mediated behaviours  

Several behaviours under the control of the striatum are also regulated by serotonin (5-HT), and vice versa: several 

serotonin-mediated behaviours have been found to act via the striatum.  
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Behavioural alterations must be rooted somewhere in neuronal circuitry, as such, a number of 

studies have attempted to link the function of serotonin-mediated striatal circuits with 

behavioural characteristics. As the striatum is heavily innervated by serotonergic projections, 

and there is evidence for ubiquitous serotonin receptor expression across the various striatal 

neuron populations (Nair et al. 2020), serotonin signalling has a key role in regulating the 

striatum, both at the level of single cells as well as the circuitry as a whole.  

Inputs to the striatum are somewhat dispersed throughout the dorsal DRN, and functional 

circuits involving the DRN and the striatum are not specific to a single sub-region (Huang et 

al. 2019). Yet, it has been shown that striatum projecting cells localise mostly in the 

dorsomedial and lateral wing regions of the DRN (Huang et al. 2019). In the striatum, 

serotonergic afferents have been found to generally appose dendritic and axonal compartments 

rather than cell somas and seem to have a low incidence of direct functional synaptic contacts 

(Soghomonian et al. 1989, Cover and Mathur 2021). This suggests that there is indeed a large 

component of volume transmission mediated serotonergic modulation of striatal circuitry.  

Not many studies have explored direct wired connections between serotonergic afferents from 

the DRN and post-synaptic striatal projection neurons or interneurons. Instead, many have 

focussed on the result of serotonin receptor modulation on the activity and function of striatal 

cells. Serotonergic modulation of striatal spiny projection neurons (SPNs) is thought to 

influence their reciprocal and lateral inhibition of each other, whereby the activation of the 5-

HT1B receptor whilst stimulating SPN activity resulted in decreased lateral inhibition strength 

(Pommer et al. 2021). In addition, serotonin application induces slow depolarisations and 

increased excitability in fast spiking interneurons (FSIs), mediated specifically by the 5-HT2C 

receptor via suppressing the inward rectifying potassium current (Blomeley and Bracci 2009). 

Similarly, serotonin application, as well as blockade of serotonin re-uptake, induced membrane 

depolarisation alongside increased firing rate in striatal cholinergic interneurons (CINs) (Bonsi 

et al. 2007, Virk et al. 2016). Modulation of 5-HT receptor expression (conditional knockout of 

5-HT1B) on CINs resulted in decreased depressive behaviour (Virk et al. 2016). Whether the 

modulatory activity described above functions via direct synaptic innervation of striatal neurons 

or via volume transmission remains to be seen.  

There is, however, some evidence of axo-axonic and presynaptic regulation by serotonin in the 

striatum. Approximately 30% of serotonin terminal appositions are with axons and axon 

terminals (Cover and Mathur 2021). Serotonin is thought to mediate striatal dopamine through 



68 

 

presynaptic innervation of dopaminergic terminals, whereby serotonin release in the striatum 

leads to increased dopamine release (Navailles and De Deurwaerdere 2011). Additionally, 

serotonin has been found to regulate the plasticity of glutamatergic inputs to striatal SPNs. 

Serotonin signalling induces long term depression (LTD), a mechanism for the weakening of 

synapses, at cortico-striatal SPN synapses via activation of the 5-HT1B receptor, resulting in an 

overall decrease in striatal (Mathur et al. 2011). On the contrary, at thalamo-striatal SPN 

synapses, decreased serotonin signalling results in LTD via reduced activation of the 5-HT4 

receptor subtype (Cavaccini et al. 2018). In addition, there is some evidence for serotonin 

regulating connection formation and specificity. Serotonin has been shown to act as a guidance 

cue regulating the direction of axonal growth cone extension, in a dose-dependent manner 

(Vicenzi et al. 2021). This may be enacted at axo-axonic synapses.  

 

 

 

Figure 3.3: Serotonergic innervation of the striatum.  

Serotonergic projections (5-HT) from the Dorsal Raphe Nucleus (DRN) to striatal cells and connections. Axo-

axonic connections to glutamatergic inputs to spiny projection neurons (SPNs) induce long term depression (LTD) 

at these synapses. Axo-axonic connections to dopaminergic inputs to SPNs induce dopamine (DA) release. 

Serotonin causes increased excitability of both cholinergic interneurons (CINs) and parvalbumin-positive 

interneurons (PV-INs). Overall, serotonin release into the striatum is via volume transmission over direct 

connections.  
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Overall, whilst we have some knowledge of the role and regulation of serotonin in the striatum, 

we still lack an understanding of how these long-range connections are regulated and how 

serotonergic signalling in the striatum links specifically to behaviour. The susceptibility of the 

serotonergic neuronal population in the DRN to molecular regulation is somewhat known 

(Hendricks et al. 1999, Ren et al. 2018, Barettino et al. 2021), but largely unstudied in the 

context of how this can affect striatal projections and subsequently striatal circuitry and 

behaviour.  

We therefore hypothesised that long range serotonergic inputs to the striatum are susceptible to 

the state of DRN serotonergic circuitry, and shifting the molecular identity of these cells can 

hence alter striatal function.  

We aimed to: 

1. Determine the pattern of expression of Er81 in the serotonergic neurons of the DRN. 

2. Understand how Er81 mediated regulation of serotonergic neurons can affect 

striatum-dependent behaviour. 

3. Elucidate functional alterations in serotonergic circuitry underlying behavioural 

regulation.  
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3.2 Er81 is expressed in serotonergic neurons 

The expression of Er81 in the Dorsal Raphe Nucleus (DRN) has never been quantified. We 

therefore characterised Er81 expression in Pet-1 positive (Pet+) serotonergic cells at adult 

(P60+) stages in three subregions of the DRN; the dorsomedial (DM), ventromedial (VM), and 

lateral wing (LW) aspects (Figure 3.4A).  We found Er81 expression in Pet+ cells (Figure 

3.4B) in all subregions (95% of Pet+ cells were classified as Er81+, see Methods), but 

specifically higher in the lateral wing regions (Figure 3.4C). This enhancement of Er81 in a 

specific DRN region could indicate its more prominent role in these cells, potentially 

segregating specific projections to downstream structures. 

In addition, we noted that Er81 had a specific expression pattern that appeared to be more 

cytoplasmic than nuclear (Figure 3.4D, E). Interestingly, this was similar to what we observed 

in striatal cholinergic interneurons, another neuromodulatory population, and different to non-

modulatory striatal parvalbumin positive interneurons (Chapter 2). This indicates that Er81 has 

diverse roles in cell populations, dependent on their identity, and suggests expression 

mechanisms specific to neuromodulatory neurons facilitate the cytoplasmic localisation of 

Er81.  

To determine whether Er81 expression in serotonergic neurons is necessary for facilitating their 

long range projections and integration into the striatal network, we generated a conditional 

knockout under the Pet promoter (Er81fl/fl;ePet-cre;RCE-GFP) to remove Er81 from 

serotonergic Pet+ cells, and confirmed the ablation of Er81 from DRN neurons (Figure 3.4F).  
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Figure 3.4: Er81 expression in Pet-positive neurons in the Dorsal Raphe Nucleus 

A. Cells expressing GFP in subregions of the Dorsal Raphe Nucleus (DRN) in the Pet-cre;RCE-GFP mouse 

model. Subregions outlined are the dorsomedial (DM), ventromedial (VM), and lateral wing (LW) aspects of the 

DRN. Scale: 500 µm. B. Expression of the Er81 transcription factor in Pet positive (Pet+) cells in the DRN. Scale: 

30 µm. C. Quantification of Er81 expression levels in Pet+ cells in the DM, VM, and LW aspects of the DRN, 

normalised to background Er81 (n = 157 cells DM, 123 cells VM, 53 cells LW, 3 mice; 1-way ANOVA: F(2,330) = 

7.547, p = 0.0006; Bonferroni post-hoc comparisons: DM vs VM: p > 0.9999, VM vs LW: p = 0.0034, DM vs 

LW: p = 0.0005). Line: 1.5x background fluorescence, distinction between positive and negative cells. D. Nuclear 

and cytoplasmic expression of Er81. Scale: 10 µm. E. Quantification of Er81 expression in nuclear and 

cytoplasmic compartments of Pet+ cells (n = 3 mice, p = 0.0252). Line: 1.5x background fluorescence, distinction 

between positive and negative cells. F. Confirmation of Er81 ablation in Pet+ cells in Er81fl/fl;Pet-cre;RCE-GFP 

(cKO) mice compared to control Pet-cre;RCE-GFP  mice (n = 3 control, 3 cKO mice, p = 0.0477). Line: 1.5x 

background fluorescence, distinction between positive and negative cells. Unless otherwise specified, Student’s t-

test: p<0.05:*, p<0.01:**, p<0.001:***, p<0.0001:****. 
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3.3 Er81 Ablation Causes Behavioural Alterations in Male and Female Mice  

As the serotonergic system is heavily implicated in both mouse and human behavioural state, 

including motor control via the striatum (Lucki 1998), we characterised behavioural 

characteristics of the conditional knockout mice compared to controls. This would reveal 

whether the removal of Er81 from Pet+ serotonergic neurons had lasting effects on brain 

circuitry, and whether Er81 has a role in the regulation of the function of these cells.  

To monitor general locomotor activity and exploratory behaviour, we first placed the mice in 

an open field paradigm, where they were left to roam a circular arena freely for five minutes 

and their movements tracked (Figure 3.5A). During experimentation, we noted stark 

differences in the responses of males and females. Taking into consideration known sex 

differences in the mouse serotonergic system (Carlsson and Carlsson 1988, Jones and Lucki 

2005), we therefore separated animals by sex for behavioural purposes. We found specific 

deficits in female knockout mice in the open field. Female mice travelled less total distance 

(Figure 3.5B), moved significantly slower (Figure 3.5C), with greater resting time (Figure 

3.5D). Together, this represents a potential female specific deficit in motor ability, which could 

be related to alterations to raphe-striatal circuitry as the striatum is heavily related in movement 

initiation and control (Gittis and Kreitzer 2012). However, we also observed a decrease in 

thigmotaxis behaviour in female conditional knockout mice (Figure 3.5E); thigmotaxis is the 

tendency of mice to remain on the outer edges of an open field, and is an indicator of anxiety 

like behaviour, particularly in a novel environment (Simon et al. 1994). With a decrease in 

thigmotaxis, female knockout mice travelled more to the centre of the arena and were therefore 

less anxious than controls. On the other hand, Er81 conditional knockout males showed no 

differences from controls in any locomotive measures (Figure 3.5B-D) or thigmotaxis (Figure 

3.5E). Together these results suggest a sex-specific role for Er81 in regulating motor and 

anxiety-like behaviour via serotonergic function.  

Although anxiety is heavily associated with brain regions such as the amygdala and prefrontal 

cortex, there are some links with the striatum. Thigmotaxis incidence can be modulated in 

opposing directions by general activation of D1 and D2 dopamine receptors, which segregate 

the two opposing basal ganglia pathways in the striatum by their expression on separate 

populations of SPNs (Simon et al. 1994). In addition, lower striatal serotonin and serotonin 

receptor expression has been linked with higher anxiety-like behaviour (Schwarting et al. 1998, 

Greenwood et al. 2012), further implicating raphe-striatal circuitry being altered in knockout 

conditions, and possibly specifically in females.   
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Figure 3.5: Female behaviour in an open field is altered following Er81 ablation 

A. Traced movement of an example control (Pet-cre;RCE-GFP) and conditional knockout (Er81fl/fl;Pet-cre;RCE-

GFP) mouse around a circular open field. The field is divided into inner and outer regions for thigmotaxis 

measurement. B-E. Characteristics of male and female control and conditional knockout mice travelling around a 

circular open field (n = 12 control, 14 cKO female mice; 14 control, 10 cKO male mice;). B. Total distance 

travelled over five minutes in the open field arena (pfemale = 0.0373, pmale = 0.9114). C. Mean velocity at which 

mice travelled around the open field (pfemale = 0.0192, pmale = 0.7376). D. Time spent by mice resting (pfemale = 

0.0113, pmale = 0.2711). E. Thigmotaxis (tendency to remain in the outer section of the open field arena; pfemale = 

0.00001, pmale = 0.6351). Unless otherwise specified, Student’s t-test: p<0.05:*, p<0.01:**, p<0.001:***, 

p<0.0001:****. 
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To corroborate this phenotype, we performed the light-dark box anxiety test. Mice were placed 

into a darkened box, joined to a lit box by an open doorway (Figure 3.6A), and their time spent 

in each box was compared. High anxiety mice will spend more time in the darkened box, 

without exploring the lit box, as they ensure they remain in the safer (dark) environment (Bourin 

and Hascoet 2003). We once again found that female knockout mice displayed less anxiety-like 

behaviour, and explored the light box nearly as much as the dark, whereas control mice 

preferred remaining in the dark box (Figure 3.6B). There was no significant difference in the 

number of transitions between the two boxes, however knockout mice tended to switch between 

boxes more (Figure 3.6C). This result confirmed that female mice lacking Er81 in Pet+ 

serotonergic neurons display less anxiety-like behaviour, with males displaying no differences.  

To then further explore the motor deficits observed in the open field, mice were tested on the 

Digigait treadmill to measure their gait and gait properties2. Both males and females showed 

differences across various properties, in both fore- and hindlimbs, relating to their ability to 

walk (Figure 3.6D-I). Males showed specific forelimb in-toeing (Figure 3.6D), with increased 

stride length (Figure 3.6E), and more forelimb and hindlimb paw overlap along the midline 

(Figure 3.6F). Males also were faster to propel into their hindlimb stride (Figure 3.6H) but 

were dragging their paws more (Figure 3.6I). Females on the other hand showed more forelimb 

and hindlimb paw overlap, similar to males (Figure 3.6F), as well as significantly more 

hindlimb in-toeing (Figure 3.6G) and increased hindlimb paw dragging (Figure 3.6I).  

Whilst when taken together these results do not implicate a specific gait trait being affected in 

the knockout, they do show a severe instability in gait, that male mice in particular appear to be 

trying to compensate for. Males showed no difference in distance travelled or velocity in the 

open field task, and we therefore expected no alterations to their gait. However, what we 

observe is instability, evidenced by the in-toeing, overlapping, and dragging, which males 

appear to be compensating for by increasing their stride length and the speed of their propulsion. 

Females on the other hand, do not show differences in these measures of compensation, but 

have similar gait deficits which could explain the female specific results from the open field 

test. This poses an interesting relationship between neuromodulatory control in the striatum and 

pathological gait phenotypes. For example, gait deficits are a hallmark of Parkinson’s Disease, 

which has a higher incidence in males and is heavily related to decreased dopaminergic 

neuromodulation in the striatum (Hausdorff 2009).  

 
2 Digigait experiments and analysis were performed in collaboration with Rebekah Parkinson. 
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Figure 3.6: Anxiety and locomotive behaviour are shifted following Er81 ablation 

A. Schematic of the light-dark box anxiety test, containing a lit box (left) and a dark box (right) that a mouse can 

travel between. B. The ratio of time spent in the dark box to the light box (dark:light) by female and male control 

and conditional knockout mice (n = 5 control, 7 cKO female mice; 9 control, 3 cKO male mice; pfemale= 0.0290, 

pmale= 0.5617). C. The number of transitions between the light and dark box during the task (n = 3 control, 6 cKO 

female mice; 7 control, 3 cKO male mice; pfemale= 0.0897, pmale= 0.2860). D-I. Measurements of gait from Digigait 

treadmill task in female and male control and conditional knockout mice (n = 6 control, 13 cKO female mice; 10 

control, 7 cKO male mice). D. Angle of forelimb paws with the long axis of the direction of motion (i.e. from the 

paw midline; positive angle: external rotation, negative angle: internal rotation; pfemale > 0.9999, pmale = 0.0087). 

E. Forelimb stride length (pfemale = 0.4307, pmale = 0.0065). F. The overlap distance of ipsilateral fore and hind 

paws (pfemale = 0.0242, pmale = 0.0231). G. Angle of hindlimb paws with the long axis of the direction of motion 

(pfemale < 0.0001, pmale > 0.9999). H. The time duration of the propulsion phase of a stride (pfemale = 0.3355, pmale = 

0.0118). I. Quantification of paw dragging of hindlimbs, larger value indicates greater drag (pfemale = 0.0151, pmale 

= 0.0074). Unless otherwise specified, Student’s t-test: p<0.05:*, p<0.01:**, p<0.001:***, p<0.0001:****.  
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3.4 Long Range Serotonergic Innervation of the Striatum  

We then wished to determine whether projections to the striatum were altered and might explain 

the behavioural phenotypes observed. We began by quantifying the density of serotonergic Pet+ 

neuropil in the striatum. As described previously, serotonergic innervation of the dorsomedial 

(DMS), dorsolateral (DLS), and ventral region of the dorsal (V) striatum is specifically 

implicated in different behaviours. By quantifying the neuropil, which is comprised of 

serotonergic axons and axon terminals (Figure 3.7A), we were able to compare the physical 

innervation of the striatum in control and knockout conditions.  

We found that females showed no significant differences in serotonergic neuropil in all striatal 

subregions (Figure 3.7B), however there were slight increasing trends across all three regions 

which would require increased sampling, particularly from control females. Conversely, males 

had significant decreases in serotonergic neuropil in the dorsomedial and ventral striatum 

(Figure 3.7C). We did see male specific gait alterations, which could be linked to this change 

in innervation, as decreased serotonergic input to the striatal circuit may result in motor deficits, 

as serotonergic function and striatal function both intersect on motor control (Mathur et al. 

2011, Cavaccini et al. 2018, Nair et al. 2020). 

However physical alterations to innervation do not cover the full possibilities, indeed, 

functional alterations to the serotonergic neurons in the DRN could affect downstream circuitry 

similar to changes in axonal innervation. In addition, we have shown in the previous chapter 

that Er81 can affect intrinsic cell properties, including overall cell function, particularly in 

striatal cholinergic interneurons, which are also neuromodulatory.  
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Figure 3.7: Impacts on serotonergic innervation of the striatum 

A. Schematic of serotonergic afferents from the dorsal raphe nucleus (DRN) to the striatum in three striatal regions: 

the dorsomedial (DMS), dorsolateral (DLS), and ventral region of the dorsal (V) striatum. B. Serotonergic neuropil 

in the striatum visualised in the Pet-cre;RCE-GFP model. Arrows indicate an axon and axon terminals. Scale: 10 

µm. C. Quantification of the area occupied by serotonergic neuropil in striatal subregions in female control and 

conditional knockout mice (n = 3 control, 5 cKO mice, two-way ANOVA: F(1, 18, genotype) = 3.281, p = 0.0868; 

F(2, 18, interaction) = 0.2604, p = 0.7736). D. Quantification of the area occupied by serotonergic neuropil in 

striatal subregions in male control and conditional knockout mice (n = 6 control, 7 cKO mice, two-way ANOVA: 

F(1, 33, genotype) = 12.81, p = 0.0011; F(2, 33, interaction) = 1.251, p = 0.2995; post-hoc Bonferroni multiple 

comparison tests: DMS: p = 0.0086, DLS: p = 0.9923, V: p = 0.1640).   
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3.5 Sex-Specific Alterations to the Functional Properties of Serotonergic Neurons 

We performed whole-cell electrophysiology on Pet+ serotonergic neurons in the DRN to assess 

their overall functionality and whether it corresponds with our observed behavioural 

phenotypes  (Figure 3.8A). We anticipated that some form of functional alteration in both males 

and females, as behaviour has been closely linked to serotonergic tone throughout the brain 

(Lucki 1998), and we saw behavioural deficits in both. However, we also expected differing 

presentations that may explain the behavioural heterogeneity. We found no changes to general 

cell electrical properties (Tables 9 & 10, Appendix E), such as resting membrane potential 

(RMP, Figure 3.8B), input resistance (Figure 3.8C). However, evoked firing properties 

(Figure 3.8D) were altered, in a sex-specific manner. Despite no changes to spike adaptation 

or rheobase (Figure 3.8E, F), we did observe a significant decrease in action potential firing 

rate with increasing current steps in both female and male knockout conditions, compared to 

controls (Figure 3.8G, H), but with different presentations. Evoked firing in female cells was 

only decreased at lower current step stimulations, near threshold (Figure 3.8G). On the other 

hand, male conditional knockout cells showed a persistent reduction in firing rate, across 

increasing current steps (Figure 3.8H). This shows a potential dichotomy of cell functionality 

between males and females, with both resulting in decreased firing in the Er81 conditional 

knockout. To determine possible action potential alterations that may explain the decrease in 

firing, we compared their properties (Figure 3.8I). Whilst there was no change to the threshold 

potential in males, it was more depolarised in females (Figure 3.8J), corroborating our 

observations of decreased near threshold firing (Figure 3.8G). There were no changes to the 

action potential amplitude, rise time, or decay time (Figure 3.8K-M), but a significant increase 

in the afterhyperpolarisation (AHP) amplitude in male conditional knockout mice (Figure 

3.8N), which correlates with decreased firing as a larger AHP decreases the overall excitability 

of the cell. The sex-specific deficits, whereby Pet+ serotonergic cells in the Er81 conditional 

knockout are hypofunctional, but with differences in presentation, may indeed explain the 

observed behavioural alterations. Female mice displayed decreased firing near threshold, due 

to a depolarisation of the threshold potential. Action potential threshold has been shown to be 

dependent on sodium and potassium channel activity (Platkiewicz and Brette 2010), the 

expression of which could be under the control of Er81, particularly the Kv1.1 potassium 

channel, which has been shown before (Dehorter et al. 2015). Conversely, male mice presented 

with a larger AHP in the Er81 conditional knockout, similar to our observations in other 

neuromodulatory populations (Chapter 2), which likely contributes to the persistent decrease in 

action potential frequency at increasing stimulus amplitudes.  
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Consequently, decreased serotonergic function, for example via a knockout of the serotonin 

precursor enzyme tryptophan hydroxylase 2 (Tph2), has been shown to lead to decreased 

anxiety, corresponding to our observations in female Er81 knockout mice (Ren et al. 2018).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.8: Serotonergic neuron electrophysiological properties   

A. Schematic of electrophysiological recordings in the DRN. Pet+ cells in the DRN were recorded under whole-

cell patch clamp in control (Pet-Cre;RCE-GFP) and conditional knockout (Er81fl/fl;Pet-Cre;RCE-GFP) mice (n = 

5 control, 9 cKO female cells; 12 control, 10 cKO male cells). B. Resting membrane potential (female: p = 0.7865, 

male: p = 0.5160). C. Input resistance (female: p = 0.0992, Mann-Whitney test, male: p = 0.1024). D. Firing 

responses to a 200 pA current stimulus in control and conditional knockout males. E. Spike adaptation (female: p 

= 0.4107, male: p = 0.5664). F. Rheobase (n = 5 control, 9 cKO female cells, p = 0.111p, Mann-Whitney test; 11 

control, 9 cKO male cells, p = 0.1943, Mann-Whitney test). G. Female firing frequency in response to increasing 

current input (two-way ANOVA (0-100 pA): F(1, 45, genotype) = 6.837, p = 0.0121; F(4, 45, interaction) = 0.5111, p = 

0.7278). H. Male firing frequency in response to increasing current input (two-way ANOVA: F(1, 338, genotype) = 

68.58, p < 0.0001; F(20, 338, interaction) = 1.614, p = 0.0473). I. Action potentials in the female cells. Lines indicate 

threshold. J. Action potential threshold (female: p = 0.0203, male: p = 0.3092). K. Action potential amplitude 

(female: p = 0.1117, male: p = 0.9229, Mann-Whitney test). L. Action potential rise time (female: p = 0.1722, 

male: p = 0.2276, Mann-Whitney test). M. Action potential decay time (female: p = 0.7713, male: p = 0.5752). N. 

Afterhyperpolarisation amplitude (female: p = 0.1397, male: p = 0.0217). Unless otherwise specified, Student’s t-

test: p<0.05:*, p<0.01:**, p<0.001:***, p<0.0001:****. 
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Whilst changes in serotonergic neuron activity can be attributed to intrinsic alterations to ionic 

channel composition and subsequent membrane properties, synaptic inputs also have a role 

(Maejima et al. 2013). Serotonergic neurons in the DRN receive extensive excitatory 

glutamatergic inputs from other brain structures such as the prefrontal cortex and lateral 

habenula (Pollak Dorocic et al. 2014). However, it has also been shown that DRN serotonergic 

neurons can co-release glutamate and serotonin, evidenced by the expression of the vesicular 

glutamate transporter 3 (VGluT3) in some DRN neurons and at serotonergic axon terminals 

(Wang et al. 2019, Okaty et al. 2020). Importantly, serotonergic neuron activity is thought to 

be partly regulated by autoregulation mediated by serotonin receptors on both somatodendritic 

compartments and at axon terminals (Stamford et al. 2000, McDevitt and Neumaier 2011). To 

determine whether altered excitatory inputs (i.e. circuit dysfunction) could be influencing the 

excitability of serotonergic neurons, we recorded excitatory post-synaptic currents (EPSCs) in 

serotonergic Pet+ neurons in the DRN (Figure 3.9A) and compared male and female control 

and conditional knockout cells. There was no alteration to the frequency or kinetics of EPSCs 

in male cells (Figure 3.9B-E), however there was a decreasing trend in EPSC frequency 

(Figure 3.9B) and a significant decrease in amplitude (Figure 3.9C) in female conditional 

knockout cells compared to controls. This difference in excitatory tone could modulate overall 

excitability of cells and explain the previously observed differences in female near threshold 

excitability. However, changes to EPSCs can be attributed to pre-synaptic or post-synaptic 

mechanisms; to further determine the origin of this shift in glutamatergic signalling, recordings 

under synaptic blockade will be necessary. In addition, determining whether these alterations 

are due to shifts in long range glutamatergic signalling or glutamate mediated serotonergic 

neuron autoregulation is necessary. Serotonergic cell excitability, which appears to be 

decreased as a result of Er81 ablation, may contribute directly to the decrease in glutamatergic 

signalling in females. Disruptions to this feedback circuitry can exacerbate deficits in long range 

signalling, impacting serotonergic release in downstream structures. As such, dissecting the 

mechanisms behind the decreased excitability of serotonergic neurons in both male and female 

conditional knockouts of Er81 is a vital future direction.  
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Figure 3.9: Excitatory inputs to serotonergic neurons in the DRN 

A. Example traces of excitatory post-synaptic currents (EPSCs) recorded in control (Pet-Cre;RCE-GFP) and 

conditional knockout (Er81fl/fl;Pet-Cre;RCE-GFP) mice (n = 5 control, 10 cKO female cells, n = 11 control, 9 

cKO male cells). B. EPSC event frequency (female: p = 0.1394, male: p = 0.1519). C. EPSC amplitude (female: 

p = 0.0029, male: p = 0.6649). D. EPSC rise time (female: p = 0.3273, male: p = 0.9402). E. EPSC decay time 

(female: p = 0.0969, male: p = 0.8172). Unless otherwise specified, Student’s t-test: p<0.05:*, p<0.01:**, 

p<0.001:***, p<0.0001:****.  
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3.6 The ablation of Er81 alters serotonergic cell numbers 

To determine alterations to serotonergic circuitry within the DRN that might contribute to the 

functional differences we observed, we decided to determine whether there were any prevalent 

alterations to the Pet+ cellular population. Whilst we are unsure when Er81 is first expressed 

in Pet+ serotonergic neurons, Pet expression begins from E12.5, and serotonergic neurons are 

amongst the earliest born (Hendricks et al. 1999), in addition, Er81 expression has been 

characterised in other embryonic domains (Flames et al. 2007). We therefore considered the 

possibility that Er81 is necessary for early developmental processes, such as proliferation and 

migration, and hence quantified the number of Pet+ cells in the DRN across the rostro-caudal 

axis (Figure 3.10A)3. We found a significant decrease in the number of cells in the rostral 

aspect of the DRN in the female conditional knockout with no changes in the caudal aspects, 

and no changes in male mice (Figure 3.10B, C). This female specific decrease in cell number 

may indeed explain the decrease in excitatory input, if it can in fact be attributed to serotonergic 

autoregulation. It also correlates with decreased serotonergic signalling in downstream 

structures, which has been shown in other studies to lead to decreased anxiety (Ren et al. 2018), 

similar to our observations (Figure 3.5E, 3.6A-C). Considering these results, it is likely that 

developmental alterations underlie disrupted serotonergic circuitry and function in the Er81 

conditional knockout. To determine whether Er81 may have a developmental role, which has 

been demonstrated by its enhanced expression at early postnatal stages (Ahmed et al. 2021), we 

quantified Er81 expression in Pet+ neurons at P5 (Figure 3.10D). We found that Er81 is 

expressed approximately 1.5 times higher during development than in adult (Figure 3.10E), 

suggesting transient changes in expression that may signify when Er81 is the most 

transcriptionally active.   

  

 
3 Cell counting analysis was performed by Melissa Ritchie and Lachlan Kimpton, see Appendix X.  
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Figure 3.10: Evidence of developmental role for Er81 in Pet+ serotonergic neurons 

A. Pet+ cells in the rostral DRN of a control and a conditional knockout mouse. Scale: 100 µm. B-C. Pet+ cell 

number quantification across three rostro-caudal axis points (Bregma -4.48, -4.84, -5.02) in (B) female (-4.48: n = 

3 control, 3 cKO mice, -4.84: n = 4 control, 5 cKO mice, -5.02: n = 3 control, 4 cKO mice; two-way ANOVA: 

F(1, 16, genotype) = 26.59, p < 0.0001, F(2, 16, interaction) = 6.648, p = 0.0079; post-hoc Bonferroni multiple 

comparison tests: -4.48: p = 0.0001, -4.84: p = 0.6312, -5.02: p = 0.3174) and (C) male (-4.48: n = 3 control, 4 

cKO mice, -4.84: n = 6 control, 5 cKO mice, -5.02: n = 3 control, 3 cKO mice; two-way ANOVA: F(1, 19, 

genotype) = 1.717, p = 0.2057, F(2, 19, interaction) = 1.069, p = 0.3631; post-hoc Bonferroni multiple comparison 

tests: -4.48: p = 0.6786, -4.84: p > 0.9999, -5.02: p = 0.7409) mice. D. Er81 expression in Pet+ cells at postnatal 

day 5 (P5). Scale: 50 µm. E. Comparison of Er81 expression in Pet+ cells at adult (P60+) and developmental (P5) 

stages (n = 3 P60+ mice, 3 P5 mice; p = 0.0194, Student’s t-test).   
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3.7 Discussion 

The striatum is influenced by long-range neuromodulatory inputs, making it a key 

neuromodulatory hub in the brain. Here we have shown that serotonergic input to the striatum 

is physically and functionally altered when Er81 is lacking from Pet+ serotonergic neurons in 

the DRN. This is correlated with behavioural alterations, including motor deficits and decreased 

anxiety-like behaviour, indicating long lasting alterations to circuitry that we anticipate occur 

during developmental stages. These results occur in a sex-specific manner, which highlights 

the complex interaction of sex-specific mechanisms in development, circuitry, and behaviour. 

Sexual dimorphism in serotonergic regulation of circuitry and behaviour 

In this study, we found differences between males and females following the ablation of Er81 

in Pet+ serotonergic neurons of the DRN, thus showing evidence of sex specific responses to 

an early insult to genetic programming in the serotonergic system. This includes differing 

behavioural responses, circuit and cell function, and changes in the serotonergic cell population 

itself.  

 

Figure 3.11: Summary of findings in females and males following Er81 ablation from 

serotonergic neurons 

Female mice in the Er81fl/fl;Pet-Cre;RCE-GFP conditional knockout presented with decreased anxiety, decreased 

serotonergic neuron excitability, decreased glutamatergic inputs to serotonergic neurons, and decreased 

serotonergic cell number compared to control Pet-Cre;RCE-GFP mice. Male mice in the conditional knockout 

presented with altered gait, decreased serotonergic innervation of the striatum and decreased firing in serotonergic 

cells compared to controls. These alterations could be rooted in early alterations to serotonergic cell development 

and circuit formation or downstream genetic factors under the control of Er81.  
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Current research is exploring the concept of sexual dimorphism from the behavioural level 

down to the genetic level. For example, it has been shown that males have a predisposition for 

early onset disorders, such as autism spectrum disorder and Tourette’s syndrome, whereas 

females are susceptible for disorders with a later onset, including anxiety and mood disorders 

(Rutter et al. 2003). Further studies have shown that this is reliant on genetics; in the case of 

major depressive disorder, females are much more likely to develop it, and there are sex specific 

transcriptional networks underlying this predisposition (Labonte et al. 2017). Generally, 

differences in gene and protein expression between males and females have been described and 

highlight the molecular complexities that underlie sex differences in baseline brain function 

(Block et al. 2015).  

Sex differences have also been studied specifically in the serotonergic system. There is evidence 

for differences between sexes in the rate of serotonin synthesis, whereby males have a higher 

rate of synthesis than females, and thus have more serotonin (Nishizawa et al. 1997). This 

indeed correlates with observed higher rates of depressive disorders  

(which present with decreased serotonin) in females. In addition, select studies have shown that 

modulating the serotonergic system is effective in a sex dependent manner. For example, a 

knockout of the 5-HT1B receptor resulted in behavioural alterations related to mobility and a 

higher baseline of serotonin, caused by the disinhibition of serotonin release specifically in 

females, but not in males (Jones and Lucki 2005). Furthermore, sex differences in 5-HT1A 

receptor binding and the current elicited in cortical pyramidal neurons following serotonin 

application show that sex-dependent serotonin receptor expression may mediate dimorphic 

circuitry and behaviour (Goodfellow et al. 2009).  Here, we showed differential innervation of 

the striatum in male and female Er81 conditional knockout mice. Whilst these alterations can 

correlate with the behavioural phenotypes we observed, we cannot rule out altered innervation 

of other brain regions with links to these behaviours. For example, the amygdala has close ties 

with anxiety, in fact decreased serotonergic signalling to the amygdala has been shown to 

decrease anxiety in mice, with the opposite occurring with increased signalling (Ren et al. 

2018). Similarly, the gait deficits observed may be striatum related, as the striatum regulates 

motor decisions, but may also be a result of aberrant serotonergic signalling to the spinal cord, 

which is involved in locomotion (Ghosh and Pearse 2014). We did not observe high Er81 

expression in the medial raphe nucleus or other caudal nuclei containing serotonergic neurons, 

however we cannot discard the possibility that these populations are also affected in the Er81 

knockout, with changes to their projections mediating the behavioural responses we observed. 
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Therefore determining the serotonergic regions affected when Er81 is ablated from Pet+ 

serotonergic cells and studying other downstream structures to identify regions altered will lead 

to a more comprehensive dissection of the behavioural deficits. With new techniques, there are 

possibilities for genetically manipulating the identity of only serotonergic neurons projecting 

to specific structures. The use of retrograde Cre expressing viruses injected into the structure 

of interest (i.e. the striatum) could then label and conditionally knock out Er81 from striatum-

projecting cells. This type of study would show the specific functional and behavioural roles of 

serotonergic signalling in the striatum and how it is impacted upon Er81 ablation in a cell-

autonomous manner. 

In this study, we affected the expression of the transcription factor Er81 in serotonergic neurons. 

Many transcription factors do have sex-biased regulatory targeting patterns, which have been 

linked to pathology presentation. For example, Parkinson’s and Alzheimer’s disease genes are 

targeted by different transcription factors in each sex (Lopes-Ramos et al. 2020). As such, we 

expect that Er81 may be regulating different downstream targets within serotonergic cells in 

males and females. Therefore, future experiments must explore gene targets associated with 

Er81 regulation in both sexes to understand the genetic mechanisms underlying the 

developmental and functional cellular alterations we have observed, as well as linking genetic 

processes to behavioural presentation. Employing RNA sequencing methods will allow us to 

determine the molecular pathways affected in females versus males; using novel spatial 

transcriptomics would also give a better spatial resolution to link to cell diversity.  

Sexual dimorphism highlights one level of diversity in the serotonergic system, however with 

such varied functions and targets in the brain, the serotonergic cells themselves are a highly 

heterogenous population.  

The heterogeneous serotonergic neuron population 

Serotonergic neurons are heterogeneous across sub-structures, projections, and genetic identity. 

Transcriptional analysis has found genetic diversity and clustering of serotonergic cells into 

sub-groups (Ren et al. 2018, Huang et al. 2019, Okaty et al. 2020, Barettino et al. 2021). This 

leads to heterogeneity in downstream innervation targets (Ren et al. 2019), as well as functional 

diversity (Okaty et al. 2020).  

In this study, we focussed on the Er81 transcription factor, which we found to be expressed in 

all Pet+ serotonergic neurons. Er81 expression has been shown to segregate neuronal 

subpopulations before, such as in cortical pyramidal neurons (Yoneshima et al. 2006) and 
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parvalbumin positive interneurons (Dehorter et al. 2015), as well as striatal cholinergic 

interneurons (Ahmed et al. 2021). As opposed to a marker of a specific subtype of serotonergic 

neuron, Er81 appears to have the potential to regulate the whole population. This is somewhat 

unsurprising given its close relationship and similarities with Pet-1 (Cooper et al. 2015).  

It is true that when considering properties of the serotonergic population, such as in 

electrophysiology, we do not consider the different subtypes of serotonergic neuron and how 

they may be affected by the lack of Er81. That is, we are unsure how Er81 interactions with the 

transcriptional environment in different subpopulations. For example, a subset of the 

serotonergic neuron population expresses the tyrosine kinase receptor Erbb4, the expression of 

which facilitates serotonergic innervation of thalamic nuclei, and contributes to memory 

processing (Barettino et al. 2021). Er81 has been shown to have some transcriptional influence 

over Erbb4 (Yamaguchi et al. 2021), thus posing the question of whether a knockout of Er81 

would affect the Erbb4+ serotonergic population in a different manner to the Erbb4- population. 

Future studies must therefore take into account the diversity of the serotonergic neuron 

population when looking at the functional result of genetic manipulation. Employing techniques 

such as patch-seq, where the contents of single cells are collected following patch-clamp 

electrophysiology for RNA sequencing, is a viable solution for correlating molecular identity 

and alterations with cell functionality.  

Diverting the developmental trajectory of the serotonergic system 

Serotonergic signalling throughout the brain is highly important during development. 

Serotonergic cells are differentiated early during development, from embryonic day (E)10 to 

12 in rodents, and the first month of gestation in humans (Gaspar et al. 2003). As such they are 

functional from early stages, and serotonergic signalling in downstream structures is known to 

regulate developmental processes from early, embryonic stages up to morphological 

establishment and circuit formation (Daubert and Condron 2010, Migliarini et al. 2013). For 

example, serotonergic axons arising from the DRN have been shown to reach the rodent cortex 

by E17 (Wallace and Lauder 1983), and serotonin activity here impacted interneuron migration 

into the cortex (Riccio et al. 2009). In addition, altered serotonin levels during development 

have been shown to contribute to the cortical abnormalities, such as aberrant structure formation 

(Cases et al. 1996, Daubert and Condron 2010), and cell morphology deficits (Vitalis et al. 

2007).  
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In this study, we suggest a link between decreased serotonin signalling and behavioural 

alterations. We anticipate that this result is rooted in developmental alterations; the Er81 

knockout occurs form the stages of Pet expression, which is early in embryonic development. 

Therefore, future experiments must first focus on determining whether serotonergic signalling 

is altered during developmental and adult stages under the Pet-dependent Er81 knockout. This 

can be done through measuring serotonin expression in the striatum, but also through the use 

of new sensor technology that allows for in vitro and in vivo temporal measurements of 

serotonin release. G-protein-coupled receptor-activation-based (GRAB) sensors are recently 

developed molecules that exhibit large increases in fluorescence in response to extracellular 

neurotransmitter signalling (Sun et al. 2020). A sensor specific for serotonin signalling 

(GRAB5-HT) is highly sensitive and detects serotonin via a modified 5-HT receptor with an 

attached green fluorescent protein (GFP), which fluoresces upon activation of the receptor by 

serotonin (Wan et al. 2021). These powerful sensors would enable recordings of serotonin 

dynamics in the striatum in vivo during behaviour, and in vitro with pharmacological 

manipulation.  

Further work must then be done to understand whether serotonin signalling in the striatum 

during early developmental stages regulates circuit formation, and whether behavioural 

alterations arise during development. Tracking both serotonergic and downstream striatal 

circuit function during developmental stages via calcium imaging and electrophysiology in 

control and Er81 knockout conditions would elucidate whether aberrations in striatal circuits 

mediated by altered serotonin signalling underlie behavioural regulation. 
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Chapter 4:  

Developmental Deficits of MGE-Derived Interneurons  

in a Mouse Model of Autism Spectrum Disorder4 

4.1 Preamble 

Circuit development is an intricate process, susceptible to changes in both genetic programming 

and shifts in the surrounding environment, as we have explored in previous chapters. It is well 

established in literature that variations in developmental processes, at nearly all stages, lead to 

neuropsychiatric disorders with distinctive and detrimental behavioural symptoms, such as 

deficits in motor control, intellectual disability, and impaired communication (Taber et al. 2011, 

Bassett et al. 2018). In fact, some researchers have postulated that neurodevelopmental 

disorders are differentiated by the time point at which brain development deviates from its 

canonical trajectory (Del Pino et al. 2018). Autism Spectrum Disorder (ASD) is one such 

neurodevelopmental pathology that is governed by both genetic and environmental factors 

during various developmental stages (Del Pino et al. 2018). 

Studies regarding early alterations to the autistic brain have been in progress for the last 20+ 

years in an effort to corroborate these developmental behavioural symptoms with shifted brain 

states. Alterations to brain volume in ASD have been well documented via magnetic resonance 

imaging (MRI) (Courchesne et al. 2001, Vaccarino and Smith 2009, Ha et al. 2015, Prigge et 

al. 2021) and have attributed to incorrect organ growth during early stages. Similarly, neuronal 

migration defects have been posited as a general characteristic of ASD (Reiner et al. 2016, Pan 

et al. 2019), however this is still debated due to a lack of direct evidence and a heterogenous 

presentation. Functional connectivity alterations have been characterised via MRI studies in 

patients however findings remain inconsistent, with both enhanced and decreased connectivity 

at both short and long ranges having been observed (Long et al. 2016), once again likely due to 

the heterogeneity of ASD presentation, and finer studies into network connectivity at a cellular 

level are still lacking. The generation of mouse models recapitulating ASD-like symptoms via 

manipulation of ASD-related genes have greatly advanced autism research, as behavioural 

characteristics can be correlated with cellular alterations (Abrahams and Geschwind 2008, 

Kazdoba et al. 2016). 

ASD has not been linked to a single brain structure; multiple brain regions show alterations in 

ASD patients and models. Indeed, some regions are now gaining additional interest, including 

 
4 Work presented in this chapter has been published as Ahmed et al. (2023), Frontiers in Cell and Developmental 

Biology.  
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the striatum. Whilst altered striatal circuit formation and function has been linked primarily to 

movement disorders (Gittis and Kreitzer 2012), such as Tourettes Syndrome (Wang et al. 2011, 

Hienert et al. 2018, Schilke et al. 2022), and Huntington’s Disease (Lebouc et al. 2020), its role 

in ASD is of particular interest. The intersection between core symptoms of ASD: impaired 

social interaction and communication, and repetitive behaviours (DSM-5), as well as 

imbalanced reward processing (Scott-Van Zeeland et al. 2010), remains unexplained, however 

all can be linked with striatal function (Figure 4.1A) (Kohls et al. 2014, Fuccillo 2016). For 

instance, the severity of repetitive behaviours has been linked to the developmental growth rate 

of the striatum, which is elevated in ASD patients compared to controls (Langen et al. 2014). 

Similarly, imbalanced activity in response to reward stimuli observed in ASD is also localised 

to the dorsal striatum (Kohls et al. 2018). Subsequent research has focussed on both cortico-

striatal circuitry and striatal microcircuitry. Cortico-striatal connectivity has been found to be 

imbalanced in ASD in both functional MRI studies in humans (Abbott et al. 2018) and in ASD 

risk gene mouse model studies (Li and Pozzo-Miller 2020). For example, FMR1 (Fragile X 

messenger ribonucleoprotein 1; associated with Fragile X Syndrome, a severe form of ASD) 

knockout mice display hypoactive cortico-striatal connectivity (Zerbi et al. 2018). Similarly, 

TSHZ3 (teashirt zinc finger homeobox 3) has been identified as a susceptibility gene for ASD 

(Hussman et al. 2011), and a heterozygous deletion mouse model displays ASD-like behaviour 

and presents with increased release probability and enhanced long-term potentiation (LTP)  at 

cortico-striatal synapses (Caubit et al. 2016).  
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Figure 4.1: The role of the striatum in autism spectrum disorder. 

A. The link between striatum-mediated behaviours and core symptoms of autism spectrum disorder (ASD). B. 

Well-known cortico-striatal, striatal spiny projection neuron (SPN), and striatal parvalbumin (PV) interneuron 

alterations in ASD. C. The location of Caspr2 (contactin-associated protein-like 2), the protein product of the ASD 

risk gene Cntnap2, at the axon initial segment (AIS) of neurons. Caspr2 anchors potassium channels (Kv1) to the 

cell membrane and is associated with contactin2.   
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In addition, striatal microcircuit specific deficits have also been observed, often linked to 

changes in cortico-striatal connectivity (Figure 4.1B). For example, Shank3 (SH3 and multiple 

ankyrin repeat domains 3) is an ASD risk gene (Moessner et al. 2007, Uchino and Waga 2013), 

and knockout mice for this gene are well-established models of ASD (Peca et al. 2011, Zhou et 

al. 2016). Shank3B knockout mice show increased striatal spiny projection neuron (SPN) 

dendritic complexity and post-synaptic alterations leading to reduced cortico-striatal synaptic 

transmission in SPNs (Peca et al. 2011). A further study linked these changes to developmental 

deficits whereby cortico-striatal connection hyperactivity at early stages contributes to altered 

SPN development (Peixoto et al. 2019). Changes in SPN functionality have also been 

characterised in the context of the basal ganglia direct and indirect pathways, which are each 

modulated by separate SPN populations (D1 and D2 expression, see Chapter 1). D1- and D2- 

SPNs in mice exposed to valproic acid (VPA; an environmental model of ASD) showed 

opposite alterations to excitability, morphology, and responsiveness to a social interaction task 

(Di et al. 2022). This suggests that overall striatal circuitry is shifted in ASD, presenting deficits 

in the principal cells of the striatum. However, SPNs are heavily regulated and influenced by 

diverse striatal interneuron populations, as we have described in Chapter 1. Interneurons have 

been implicated as key risk populations in ASD, in various brain structures (Lunden et al. 2019, 

Contractor et al. 2021), thus the contribution of striatal interneuron populations to ASD 

aetiology is of keen interest. 

In the striatum, a decrease in the number of parvalbumin (PV) positive interneurons was first 

described in the Cntnap2 (contactin-associated protein-like 2) knockout model of ASD 

(Penagarikano et al. 2011). However, this was later attributed to a decrease in PV expression, 

leading to a lack of detection, and was also confirmed in the Shank3 knockout model (Figure 

4.1B) (Filice et al. 2016, Lauber et al. 2018). Regardless, another paper showed that the 

downregulation of PV leads to ASD-like behavioural deficits, including impaired social 

interaction and increased repetitive movements, as well as a shift in the cellular excitation-

inhibition balance (Wohr et al. 2015). In fact, several studies have specifically altered 

interneuron populations in the striatum and found resulting behavioural and cellular phenotypes 

indicative of ASD. The deletion of Mecp2, the gene causing Rett Syndrome (a severe form of 

ASD), specifically from PV interneurons leads to sensory and motor deficits which could be 

attributed to striatal dysfunction (Ito-Ishida et al. 2015). Additionally, the depletion of both PV 

interneurons and cholinergic interneurons (CINs) in the striatum led to stereotypic spontaneous 

ASD-like behaviour (grooming, repetitive movements) and decreased social interaction, as well 
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as elevated activity dependent signalling in SPNs (Rapanelli et al. 2017). Together, these 

findings indicate decreased PV interneuron function, rather than decreased cell number, as a 

key contributor to striatal circuit imbalances in ASD. This is supported by the above study, as 

the depletion of PV interneurons alone was not sufficient to cause ASD-like symptoms, the 

depletion of CINs was also necessary (Rapanelli et al. 2017).  

CINs are also essential in striatal circuitry, as we have explored in Chapter 3. However, the role 

and susceptibility of striatal CINs in ASD pathophysiology remains largely unknown. ASD has 

been associated with decreased cholinergic tone (Nagy et al. 2017), and elevating acetylcholine 

levels relieves cognitive and social symptoms in a BTBR (Black and Tan Brachyury; mutation 

within the Itpr3 gene) mouse model of ASD (Karvat and Kimchi 2014). Yet, only one study 

has concretely linked striatal CINs to ASD; a conditional knockout of the aforementioned 

TSHZ3 gene, specific to CINs in the striatum, results in electrophysiological alterations to these 

cells, including decreased spontaneous firing and increased firing irregularity, and was also 

associated with increased repetitive behaviours (Caubit et al. 2022). This type of disruption can 

result in dysfunctional regulation of the striatal inhibitory and output circuitry, affecting other 

striatal interneurons and SPNs (Oldenburg and Ding 2011).  

Overall, striatal function has been implicated in contributing to ASD aetiology in human 

patients, however this has not been explored at a cellular level. Despite some sparse studies into 

striatal interneuron properties in the adult ASD brain, there has been no research on their 

developmental trajectory and how it may be altered in ASD. Striatal interneuron function is 

critical during developmental stages for facilitating circuit development and activity, as we have 

shown in Chapter 2. This presents a key question to answer this gap in current knowledge: Do 

striatal interneurons present with a shifted developmental trajectory in ASD compared to 

typically developing controls, and could this underlie ASD pathophysiology?  

Answering these intricate circuitry questions is near impossible in human patients with current 

technology. Therefore, mouse models with mutations of ASD-risk and ASD-related genes are 

a powerful tool (Abrahams and Geschwind 2008, Kazdoba et al. 2016). There is a vast range 

of mouse models currently being used to study ASD, and we have referenced many of these 

above. This includes both genetic and environmental models; and studies have emerged 

exploring new genetic risk factors, epigenetic contributions, and interactions between genetic 

and environmental systems in ASD (Lim et al. 2022). However, in order to investigate striatal 

interneuron development, we selected one particular mouse model that has been used 
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extensively, and presents with both cellular and behavioural alterations: the Cntnap2 knockout 

model of ASD.  

The transmembrane, neurexin family, Cntnap2 scaffolding protein (also known as Caspr2) has 

a vital role in anchoring potassium channels at the axon initial segment (Strauss et al. 2006, 

Duflocq et al. 2011)(Figure 4.1C), and has been identified as an ASD risk gene (Alarcon et al. 

2008). CNTNAP2 alterations were first observed in human patients with severe ASD symptoms, 

including epilepsy (Strauss et al. 2006, Rodenas-Cuadrado et al. 2016), and variants have been 

found in human individuals with confirmed ASD (Egger et al. 2014). A homozygous Cntnap2 

knockout mouse model was established by Penagarikano et al. (2011), and was described to 

have behavioural deficits characteristic of ASD, including increased repetitive movements, 

decreased social interaction, decreased communication, and epileptic seizures. Following this, 

further studies described additional details regarding molecular and cellular alterations in this 

model. Impaired function and excitation-inhibition balance of neurons at adult stages has been 

described in Cntnap2 knockout conditions; in cortical pyramidal neurons (Varea et al. 2015, 

Antoine et al. 2019) and in cortical PV interneurons (Vogt et al. 2018). However, the Caspr2 

protein has been shown to be expressed as early as embryonic day 13.5 (E13.5) (Penagarikano 

et al. 2011, Vogt et al. 2018), and thus we anticipate that cellular and network alterations 

occurring in this mouse model must occur from early stages, particularly given the importance 

of Caspr2 during development (Penagarikano et al. 2011, Poot 2015, Rodenas-Cuadrado et al. 

2016, Canali et al. 2018, Scott et al. 2019, Lu et al. 2021). Despite our current knowledge of 

Cntnap2 and its role in inducing ASD, the specific pattern of its expression in the brain is still 

unknown. In addition, very little is known about how the absence of Cntnap2 could perturb 

striatal circuitry, particularly during development. 

To track striatal interneurons during development in the Cntnap2 knockout model of ASD, we 

targeted the major population of striatal interneurons with a common developmental origin, the 

medial ganglionic eminence (MGE). As previously shown, these interneurons can be labelled 

with the transcription factor Lhx6 (LIM homeobox 6), which is expressed from the time these 

cells are post-mitotic.  

Parvalbumin positive and cholinergic interneurons comprise the majority of the Lhx6+ 

interneuron population in the striatum (Gittis et al. 2010, Lozovaya et al. 2018). Both of these 

subpopulations of neurons contribute to the excitation-inhibition balance in the striatum 

(Pakhotin and Bracci 2007, Ferguson and Gao 2018, Nahar et al. 2021, Poppi et al. 2021), and 



96 

 

we hypothesise that functional alterations may be present early in development, leading to 

imbalances in striatal circuitry, thus contributing to ASD aetiology. As such, this chapter has 

the following aims.  

1. To characterise Cntnap2 expression in the control brain through the use of novel 

techniques, providing higher resolution and higher throughput information than current 

literature.  

2. To track the development of MGE-derived interneurons populating the striatum from 

embryonic stages through to early postnatal stages in control and in the Cntnap2 knockout 

model of ASD. 

3. To probe alterations to the identity and functional properties of MGE-derived striatal 

interneurons in the Cntnap2 knockout model of ASD.  

Studying early alterations to striatal interneurons in ASD will hopefully provide insights into 

the shifted developmental trajectory occurring in this condition, and elucidate potential 

therapeutic targets, but also highlight general mechanisms behind striatal circuit development, 

allowing us to understand the delicate balance between typical and atypical circuitry in the 

striatum.   
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4.2 Cntnap2 expression maps to enrichment in striatal interneuron populations 

Caspr2, the protein product of Cntnap2, is expressed ubiquitously throughout the brain 

(Rodenas-Cuadrado et al. 2014). However, as Cntnap2/Caspr2 is a scaffolding protein, involved 

in anchoring potassium channels to the cell membrane (Strauss et al. 2006, Duflocq et al. 2011), 

quantifying its expression in specific neuronal subtypes has not been done. Previous studies 

have relied on mRNA and protein expression levels in whole tissue samples (Penagarikano et 

al. 2011), or on high resolution imaging of single neurons (Scott et al. 2019). Recent advances 

in sequencing technology have begun to include spatial components, to essentially map mRNA 

presence onto tissue samples, and this new technology has the potential to reveal previously 

unknown details about gene expression across brain regions and in specific cell types. To 

elucidate the intricacies of Cntnap2 expression in the adult mouse brain, we performed spatial 

transcriptomics, also known as stereo-seq, on a sagittally sectioned tissue sample5. This 

technique is based on DNA nanoball technology, whereby a grid of probes on a chip synthesise 

cDNA upon interaction with the tissue sample, which is then sequenced and can be correlated 

with the spatial coordinates of the individual probes (more information on this protocol can be 

found in the Methods section).  

Initial unbiased clustering generated 23 clusters that when mapped back onto the tissue, mostly 

corresponded to known brain regions (Figure 4.2A). Evident key structures were the striatum 

(cluster 7), and the deep (cluster 3) and superficial (cluster 4) layers of the cortex (Figure 4.2A). 

Further clustering including spatial information and co-expressed genes generated a separate 

set of 12 modules corresponding more directly to brain structures (Figure 4.2B). Of key interest 

for this project was module 5, corresponding to the striatum. As expected, genes enriched in 

this module corresponded to learning, locomotion, and developmental biological pathways 

(Figure 4.2C), correlating to some of the main known functions of this structure (Graybiel and 

Grafton 2015). One of the genes particularly enriched in the striatum was Cntnap2 (Figure 

4.2D), and it was significantly higher there than cortical regions (Figure 4.2E), which are 

highly studied in ASD. The stereo-seq technology used was powerful enough (i.e. 500 nm 

distance between probes) to generate readouts at a single cell resolution level. As such, we were 

able to separate each probe readout into groups based on expression of interneuron subtype 

specific factors, such as somatostatin (SST) and choline acetyltransferase (ChAT, marking 

cholinergic interneurons). We quantified Cntnap2 expression levels in putative cells expressing 

SST or ChAT, compared to the remaining population. We found no difference between SST 

 
5 Performed in collaboration with Ulrike Schumann, Lixinyu Liu.  
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positive and negative cells (data not shown), but interestingly saw higher levels of Cntnap2 in 

ChAT positive cells, compared to ChAT negative cells (Figure 4.2F, G). Unfortunately, 

detection of parvalbumin (PV) was unsuccessful; this could potentially be due to its expression 

within putative PV+ interneurons  not being statistically enriched.  

These results indicate not only a potential role for Cntnap2 in regulating striatal cholinergic 

interneuron function, but also the potential for striatal cholinergic interneurons to be 

significantly altered in the absence of Cntnap2 and therefore, to contribute to circuit dysfunction 

and behavioural alterations in autism. In fact, very little is known about how cholinergic 

interneurons are affected in this condition. We therefore explored how MGE-derived 

interneurons, which include a population of cholinergic interneurons, are affected in the absence 

of Cntnap2.  
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Figure 4.2: Cntnap2 mRNA levels are enriched in cholinergic interneurons in the adult striatum 

A. Unsupervised clustering in a sagittal adult mouse brain slice identified 23 clusters following stereo-seq analysis 

at a 50 bin resolution. B. Genes with significant spatial autocorrelation (FDR < 0.05) grouped into 12 distinct 

modules. C. Biological pathways related to genes enriched in Module 5, i.e. striatum. D. Relative expression of 

module 5 genes in striatum and cortex clusters (Str: striatum, cluster 7, D. Ctx: deep cortex, cluster 3, S. Ctx: 

superficial cortex: cluster 4). E. Cntnap2 mRNA expression levels in the deep and superficial cortex, and striatum 

clusters. Log2 fold change and adjusted p values were calculated pairwise (deep ctx vs sup. ctx: log2FC = 0.31, p 

< 0.0001; sup. ctx vs str: log2FC = 0.17, p < 0.0001; deep ctx vs str: log2FC = 0.48, p < 0.0001). F. Cntnap2 

expression in two populations segregated based on Choline Acetyltransferase (ChAT, marker of cholinergic 

interneurons). Scale: average expression. G. Violin plots showing Cntnap2 expression levels in cholinergic 

(ChAT+) and non-cholinergic (ChAT-) cell populations (n = 3927 ChAT-, 143 ChAT+, p = 0.812).  
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4.3 The proliferative and apoptotic trajectory of the Lhx6 cell population is shifted 

Previous studies have shown Cntnap2 expression from as early as E14 (Penagarikano et al. 

2011), however its expression in specific embryonic regions and whether it is expressed in the 

MGE was unknown. We utilised previously published single cell RNA sequencing data (Mi et 

al. 2018) to answer this question6. It was found that Cntnap2 is expressed in the MGE, and 

specifically enhanced in putative cholinergic interneurons originating there (data not shown, 

Ahmed et al. 2023; Appendix C).  

During these early stages, the main cellular processes occurring are the proliferation of neural 

progenitor cells, and the differentiation, and migration of post-mitotic neurons. For Cntnap2 to 

be expressed at such early stages indicates that it may have a role in these processes, potentially 

through establishing early activity-based cues for proliferation (Borodinsky et al. 2015). We 

therefore expected possible early alterations to the proliferative and migratory processes of 

MGE-derived interneurons in the Cntnap2 knockout mice. Indeed, when we investigated 

proliferative markers and characteristics of embryonic structures, we found an increase in the 

number of progenitor cells, and a greater size of the proliferative ventricular zone in the MGE 

of the Cntnap2 knockout mice (data not shown, Ahmed et al. 2023; Appendix C)7. This was 

followed by an early decrease in the thickness of the proliferative zones, signifying a reduction 

in the progenitor pools typical of later embryonic stages (E14+; Turrero Garcia and Harwell 

2017), and thus an early maturation in the knockout (data not shown, Ahmed et al. 2023; 

Appendix C). Knowing that there were embryonic alterations leaning towards more 

interneurons being produced, we then aimed to follow this through to postnatal stages.  

Previous work in ASD has revealed that increased brain structure size is a key marker in early 

postnatal stages (Courchesne et al. 2001). As our previous findings indicate a potential 

specialised role of Cntnap2 in the striatum, we first measured the size of the striatum across 

four postnatal stages (P0, P4, P6, P10), and compared control and Cntnap2 knockout conditions 

(Figure 4.3A). These stages were chosen as they are key timepoints for critical moments during 

early postnatal development; P0 being birth, P4 the beginning of apoptotic processes, P6 a key 

age for the peak of circuit development and maturation, and P10 around when the primary 

stages of network development have finished (Semple et al. 2013, Lo et al. 2017, Dehorter and 

Del Pino 2020). We found a transient increase in striatum size at P4 and 6, which was then 

normalised by P10 (Figure 4.3B). This finding is consistent with human observations, where 

 
6 This work was done in collaboration with Mi Da 
7 This work was done in collaboration with Rhys Knowles 
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enhanced brain growth has been shown at early developmental stages (Courchesne et al. 2001, 

Courchesne 2002), but with no difference or even decreased brain volume at later stages 

(Courchesne 2002, Ha et al. 2015). As a result of increased striatal size, combined with evidence 

of more proliferation observed at embryonic stages, we expected a higher number of striatal 

Lhx6+ cells in Cntnap2 knockout conditions. Quantification revealed an enhanced cell number 

at P0 and P4 in the knockout, however this was normalised to control levels by P6 and P10 

(Figure 4.3C, D). Due to the increase in both striatum size and cell number, overall striatal 

Lhx6+ cell density remained unchanged across age points (Figure 4.3E). We next explored 

mechanisms underlying the rectification of cell number to control levels by P6. Postnatal 

mechanisms for regulating cell number include apoptosis, which occurs during the first two 

postnatal weeks (Dehorter and Del Pino 2020). We hypothesised that this process is perturbed 

in the absence of Cntnap2. To measure apoptosis, we quantified the number of cells expressing 

the cell death specific marker caspase-3 (Lossi et al. 2018, Sreenivasan et al. 2022) in striatal 

Lhx6+ interneurons. We found a significant increase in the number of cells expressing caspase-

3 in the striatum at P6 in the Cntnap2 KO, with no changes at P4 or P10 (Figure 4.3F, G). This 

eventuated in a ~58% cell loss in the knockout, compared to only ~49% in the control. This 

indicated an increase in the canonical window of apoptosis (described in Chapter 1), reducing 

the exaggerated number of cells back to control levels. Although cell number is normalised, 

and we see no difference at mature stages (data not shown), the observed shift in the Lhx6 

population during this important developmental period could lead to alterations in the 

establishment of striatal circuitry, which could contribute to an excitation-inhibition imbalance, 

and thus ASD aetiology.   

To determine whether what we observed was unique to the striatum or could indeed be 

conserved across brain structures, we investigated structure size, Lhx6+ cell number, and cell 

death in the prefrontal cortex (PFC), another key structure susceptible to network alterations in 

ASD (Selimbeyoglu et al. 2017). We found no change in the thickness of the PFC across all 

postnatal stages (Figure 4.3H, I), and subsequently, only observed a change in the number of 

Lhx6+ cells at P0 in the deeper layers of the PFC (Figure 4.3J, K). This can be explained by 

embryonic data revealing that the number of cells migrating towards cortical areas via the 

cortical migratory streams was significantly higher in the Cntnap2 knockout (data not shown, 

Ahmed et al. 2023; Appendix C).  
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Figure 4.3: MGE-derived interneuron cell numbers at early stages of development 

A. DAPI staining of the striatum in Control and Cntnap2 KO, scale: 500 µm. B. Quantification of the striatum 

area across early postnatal stages in Control and Cntnap2 KO (P0: n = 8 Control, 5 KO, p = 0.195; P4: n = 5 

Control, 3 KO, p = 0.007; P6: n = 3 Control, 5 KO, p = 0.027; P10: n = 4 Control, 4 KO, p = 0.768). C. Lhx6 

positive interneurons in the striatum, scale: 100µm. D. The number of Lhx6 positive interneurons in the Control 

and Cntnap2 KO striatum across early postnatal stages (P0: n = 7 Control, 5 KO, p = 0.019; P4: n = 5 Control, 3 

KO, p = 0.0001; P6: n = 3 Control, 5 KO, p = 0.606; P10: n = 4 Control, 3 KO, p = 0.343). E. Density of Lhx6+ 

striatal interneurons across postnatal stages in Control and Cntnap2 KO conditions (P0: n = 8 Control, 6 KO, p = 

0.051; P4: n = 5 Control, 3 KO, p = 0.856; P6: n = 4 Control, 6 KO, p = 0.738; P10: n = 4 Control, 3 KO, p = 

0.253). F. Expression of the cell death marker Caspase-3 in striatal Lhx6 positive interneurons, scale: 20 µm. G. 

Quantification of Lhx6 positive interneurons expressing Caspase-3 across early postnatal stages in the Control and 

Cntnap2 KO conditions (P4: n = 6 Control, 5 KO, p = 0.259; P6: n = 4 Control, 5 KO, p = 0.033; P10: n = 4 

Control, 3 KO, p = 0.898). H. The prefrontal cortex (PFC, DAPI) in Control and Cntnap2 KO conditions, separated 

into upper (nearest to midline) and deeper layers, scale: 200 µm. I. Quantification of the thickness of the PFC in 

Control and Cntnap2 KO conditions (P0: n = 8 Control, 4 KO; P4: n = 6 Control, 6 KO; P6: n = 5 Control, 5 KO; 

P10: n = 4 Control, 4 KO; pgenotype = 0.490, pinteraction = 0.968, 2-way ANOVA). J-K. Quantification of cell density 

in the upper (J) and deeper (K) layers of the prefrontal cortex in Control and Cntnap2 KO conditions (P0: n = 8 

Control, 5 KO; P4: n = 6 Control, 6 KO; P6: n = 6 Control, 6 KO; P10: n = 3 Control, 5 KO; upper: pgenotype = 

0.854, pinteraction = 0.250; deeper: pgenotype = 0.106, pinteraction = 0.015, 2-way ANOVA; P0deeper: p = 0.005, P4deeper: p 

= 0.487, P6deeper: p = 0.999, P10deeper: p = 0.999, Bonferroni post-hoc multiple comparisons). Unless otherwise 

specified, Student’s t-test was used to determine significance, p<0.05:*, p<0.01:**, p<0.001:***, p<0.0001:****. 

 

4.4 Alterations to Striatal Cholinergic Interneuron Number 

As we have shown that Cntnap2 expression is enriched in striatal cholinergic interneurons 

(CINs), when compared with other interneuron types, we investigated whether the number of 

CINs within the Lhx6+ interneuron population could be preferentially altered in the absence of 

Cntnap2 (Figure 4.4A). At P0, we found a significant increase in CIN density in the Cntnap2 

KO, with no change to the putative GABAergic, ChAT negative Lhx6+ interneuron population 

(Figure 4.4B). At P6, we quantified CIN numbers in the dorsomedial (DMS) and dorsolateral 

(DLS) regions of the striatum separately. These regions were segregated as the migration 

pathways of CINs populating the DLS and DMS is known to segregate early- and late-born 

CINs, respectively (Chen et al. 2010). There is also a known difference in behavioural 

regulation and CIN network activity between these two subregions (Matamales et al. 2016, 

Lipton et al. 2019, Ahmed et al. 2021), suggesting differential regulation of CINs in the DMS 

versus the DLS. Whilst there was no change in the DMS (Figure 4.4C, left), we did find 

significantly fewer CINs in the DLS, and once again no change in the ChAT negative Lhx6+ 

population (Figure 4.4C, right). This indicates that the increase and normalisation of Lhx6+ 

interneurons observed previously could be attributed to CINs, as opposed to non-cholinergic 

Lhx6+ interneurons.  

However, there are also cholinergic interneurons that do not express Lhx6 and therefore are not 

derived from the MGE (Lozovaya et al. 2018, Ahmed et al. 2019). To explore whether these 

neurons were also affected via a general CIN-specific mechanism, we quantified Lhx6+ versus 
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Lhx6- CIN densities in the striatum at P0 and P6. We once again found a significant increase 

in the density of Lhx6+ CINs in the Cntnap2 KO at P0, with no change in Lhx6- CIN density 

(Figure 4.4D). In addition, at P6, there was no change in the DMS (Figure 4.4E, left), and a 

significant decrease in the density of Lhx6+ CINs with no change to Lhx6- CINs in the DLS 

(Figure 4.4E, right). Overall, these results show that shifted cell numbers in the Cntnap2 

knockout model are specific to MGE-derived cholinergic interneurons. The specific decrease 

in Lhx6+ CIN number compared to other populations in the knockout DLS suggests a potential 

specificity for apoptotic processes to target early-born Lhx6+ CINs. We do not know whether 

this population has a higher expression of Cntnap2 mRNA or protein in this population as 

opposed to the Lhx6-negative CINs, as this may explain the enhanced differences. We have 

established in previous chapters that cholinergic interneurons in the striatum are a diverse 

population, as such a difference in the expression of Cntnap2 between these two is not 

improbable. Indeed, the distribution of Cntnap2 expression within CINs does indicate the 

presence of both high-expressing and low-expressing cells (Figure 4.2G), which may 

correspond to segregating MGE-derived CINs versus those originating elsewhere. We 

anticipate that mechanisms specific to the embryonic and early postnatal developmental 

trajectory of MGE-derived CINs is affected in the absence of Cntnap2, thus causing alterations 

to their cell number without affecting other populations.  
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Figure 4.4: Specific alterations to the striatal cholinergic interneuron population 

A. Expression of the cholinergic marker ChAT in the Lhx6+ interneurons of the striatum at P6, scale: 20 µm. B. 

Density of ChAT positive and ChAT negative Lhx6+ interneurons in the Control and Cntnap2 KO striatum at P0 

(n = 5 Control, 3 KO, p = 0.043 ChAT+, p = 0.259 ChAT-). C. Density of ChAT positive and ChAT negative 

Lhx6+ interneurons in the Control and Cntnap2 KO at P6, in the dorsomedial (DMS, n = 3 Control, 4 KO, p = 

0.893 ChAT+, p = 0.644 ChAT-) and dorsolateral (DLS, n = 3 Control, 3 KO, p = 0.016 ChAT+, p = 0.398 ChAT-

) striatum. D. Cell density of Lhx6+ ChAT+ and Lhx6- ChAT+ cells, showing the distribution of Lhx6 positive 

and negative cells within the cholinergic interneuron population, in the striatum at P0 (n = 6 Control, 3 KO, Lhx6+ 

p = 0.042, Lhx6- p = 0.960). E. Cell density of Lhx6+ ChAT+ and Lhx6- ChAT+ cells in the dorsomedial (DMS; 

n = 3 Control, 4 KO, p = 0.893 Lhx6+, p = 0.940 Lhx6-) and dorsolateral (DLS; n = 3 Control, 4 KO, p = 0.016 

Lhx6+, p = 0.652 Lhx6-) striatum at P6 in Control and Cntnap2 KO conditions. Student’s t-test: p<0.05:*, 

p<0.01:**, p<0.001:***, p<0.0001:****. 
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4.5 Changes to the Molecular Profile of Striatal Cholinergic Interneurons 

With the previously explored changes in cell number in the striatum and PFC, resulting from 

early alterations to proliferation, it is possible that subsequent processes such as differentiation 

and the establishment of cell identity could also be perturbed. We thus questioned whether the 

molecular characteristics governing certain aspects of cell function were altered. To examine 

this, we performed mRNA (qRT-PCR) and protein analyses for several factors relevant for 

cholinergic cell identity and function.  

We first investigated factors relating to MGE derived interneuron identity. As we have been 

using expression of the transcription factor Lhx6 to identify MGE derived interneurons, and 

have observed significant alterations specifically to this population, we wondered whether the 

genetic and molecular expression of Lhx6 at P6 was affected, and subsequently the identity and 

composition of the striatal interneuron population. Quantification of the whole striatum 

revealed significantly less Lhx6 mRNA levels in the knockout condition (Figure 4.5A). In 

contrast, relative Lhx6 protein immunofluorescence in Lhx6+ interneurons (combining cre-

dependent expression of TdTomato in Lhx6+ interneurons with Lhx6 staining via 

immunofluorescent antibodies), showed no difference between control and knockout (Figure 

4.5B). This indicates that although there is no change in protein expression of Lhx6, and thus 

no functional differences, there is a possible change in the genetic identity of these cells due to 

the decrease in mRNA. We expect this to be specific to cholinergic interneurons, as we 

previously showed alterations to this population. We therefore investigated molecular factors 

involved in cholinergic interneuron identity. As previously described, CINs can be discerned 

by their expression of the enzyme Choline Acetyltransferase (ChAT), a precursor of 

acetylcholine production. We quantified ChAT mRNA levels at P6 in the striatum and found 

no difference (Figure 4.5C). However, we did observe a significant increase in ChAT protein 

levels in Lhx6+ CINs (Figure 4.5D), but with no changes in Lhx6- CINs (Figure 4.5E). This 

indicates an Lhx6+ CIN specific mechanism, whereby acetylcholine production, and therefore 

the functionality of these cells, is likely to be altered (Lim et al. 2014). Upon quantification of 

other molecular factors related to CIN identity, including Lhx8 (LIM homeobox 8; a 

transcription factor specific to CIN identity (Zhao et al. 2003, Lopes et al. 2012)), AChE 

(Acetylcholine esterase; another precursor of acetylcholine production), Gbx2 (Gastrulation 

Brain Homeobox 2; required for the development of striatal CINs (Chen et al. 2010)), and Zic4 

(Zinc finger protein 4; expressed by a CIN subpopulation (Ahmed et al. 2019)), we found no 

changes to mRNA levels (Figure 4.5F). This suggests that intrinsic, genetic cholinergic cell 
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identity is not perturbed in the absence of Cntnap2, however this does not account for other 

markers, protein expression regulation, and functional properties.  

We also considered a possible genetic mechanism behind the increase in apoptosis described 

previously. Pten (Phosphatase and tensin homolog) is a key marker known to regulate apoptotic 

processes; it has been shown that PTEN expression in cortical pyramidal neurons influences 

the survivability of interneurons (Wong et al. 2018). We therefore probed Pten expression in 

the striatum and PFC, to determine if this apoptotic pathway was altered in the Cntnap2 

knockout. This was also of particular interest as mutations in the PTEN gene in humans have 

been associated with ASD (Busch et al. 2019, Cummings et al. 2022), and a knockout mouse 

model recapitulates ASD-like behavioural deficits (Lugo et al. 2014); hence, shifted Pten 

expression in the Cntnap2 knockout model of ASD could contribute to behavioural phenotypes 

as well as the shifted developmental trajectory.  There was no difference in Pten mRNA levels 

in the Cntnap2 knockout striatum (Figure 4.5G), however we did find a significant decrease in 

the PFC (Figure 4.5H). This indicates that Pten may not have a conserved role in the striatum, 

as in the cortex, and that the slight alterations in PFC cell number might be due to apoptosis 

mechanisms controlled by Pten. However, these results are relevant for the whole striatum, and 

are not specific to the cell types that are known to regulate this process (i.e. whole tissue analysis 

as opposed to analysis on single cells).  

Together, these results indicate some activity-dependent molecular alterations to cholinergic 

interneuron identity that may subsequently lead to functional alterations.  
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Figure 4.5: Molecular identity of developing striatal Lhx6+ interneurons 

A. Relative Lhx6 mRNA expression in the striatum in control and Cntnap2 KO conditions at P6 (n = 10 control, 

10 KO, p = 0.041). B. Normalised Lhx6 protein levels at P6 in striatal interneurons, in control and Cntnap2 KO 

conditions (n = 40 cells, 4 mice control; 42 cells, 3 mice KO, p = 0.129). C. Relative ChAT mRNA expression in 

the striatum in control and Cntnap2 KO conditions at P6 (n = 7 control, 7 KO, p = 0.465). D. Normalised ChAT 

protein levels in striatal Lhx6+ cholinergic interneurons, in control and Cntnap2 KO conditions (n = 110 cells, 4 

mice control, 91 cells, 3 mice KO, p = 0.00005). E. Normalised ChAT protein levels in striatal Lhx6- cholinergic 

interneurons, incontrol and Cntnap2 KO conditions (n = 22 cells, 4 mice control, 18 cells, 3 mice KO, p = 0.609). 

F.  Relative mRNA expression of cholinergic neuron identity related factors: Lhx8 (n = 7 control, n = 7 KO, p = 

0.695), Gbx2 (n = 7 control, n = 7 KO, p = 0.126), Zic4 (n = 5 control, n = 4 KO, p = 0.894) in the P6 striatum in 

control and Cntnap2 KO conditions. G. Relative PTEN mRNA in the striatum in control and Cntnap2 KO 

conditions at P6 (n = 6 control, 6 KO, p = 0.192)). H. Relative PTEN mRNA in the prefrontal cortex in control 

and Cntnap2 KO conditions at P6 (n = 6 control, 7 KO, p = 0.036). Student’s t-test: p<0.05:*, p<0.01:**, 

p<0.001:***, p<0.0001:****. 
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4.6 Striatal Interneuron Morphology is Altered in ASD 

Neuron morphology is important for regulating cell function within circuitry, and 

morphological development is a key marker of circuit maturation and is dependent on the state 

of the surrounding network (De Marco Garcia et al. 2011). Alterations to dendritic arborisation 

in ASD have been previously described at mature stages (Gao et al. 2018), but it is unknown 

whether a shifted developmental trajectory in ASD can impact developing interneuron 

morphology. To assess this, we reconstructed cholinergic and putative fast-spiking interneurons 

that had been filled with Neurobiotin during electrophysiological recordings at P5-7 in the 

control and Cntnap2 knockout striatum (Figure 4.6A, G). We found substantial differences in 

morphology in both interneuron types. Cholinergic interneurons were significantly more 

complex, with increased branch points, and dendrite segments (Figure 4.6B, C), and trends to 

an increase in the overall volume occupied by the dendritic field (convex hull) and the total 

dendrite length (Figure 4.6D, E). In addition, upon Sholl analysis, an increase in the number 

of intersecting dendrites was observed (Figure 4.6F). Axonal morphology was difficult to 

quantify in this configuration because of low optical power combined with the thickness of the 

slices, particularly for CINs, which have a dense and complex axonal field. However, we 

anticipate similar changes as axonal perturbations have been shown before in the Cntnap2 

knockout model of ASD (Scott et al. 2019). 

Putative FSIs also appeared more complex; with an increasing trend in the number of branch 

points and dendrite segments (Figure 4.6H, I), a significantly larger volume of spread (Figure 

4.6J), and an increasing trend in dendrite length (Figure 4.6K). Sholl analysis also revealed a 

similar significant increase in dendritic complexity as CINs, however this was not as closely 

localised to intermediate dendrites, and extended to distal dendrites in FSIs (Figure 4.6L).  

These alterations in morphology indicate early cell maturation, which is a known characteristic 

of ASD (Courchesne 2004, Whitehouse et al. 2011, Hazlett et al. 2017). However, it is possible 

that interneuron morphology is altered into adulthood as a result of this developmental change; 

this remains to be determined.  

  



110 

 

 

Figure 4.6: Morphological alterations to cholinergic and putative parvalbumin interneurons 

A. Patched cholinergic interneurons loaded with neurobiotin (left) used for morphological reconstruction (right) 

in control and Cntnap2 KO conditions, scale = 20 m. B-F. Characterisation of dendritic morphology of striatal 

cholinergic interneurons at P6 in control (n = 4) and Cntnap2 KO (n = 9) conditions. B. Number of branching 

points (p = 0.025). C. Number of dendritic segments (p = 0.037). D. Volume occupied by dendritic spread (p = 

0.075). E. Total dendritic length (p = 0.131) F. Sholl analysis measuring the number of dendrites intersecting 

circles increasing in radius by 1 m (p = 0.049, two-way ANOVA). G. Patched ChAT negative, Lhx6+ striatal 

fast spiking interneurons (i.e. putative parvalbumin interneurons) loaded with neurobiotin (left) used for 

morphological reconstruction (right) in control and Cntnap2 KO conditions, scale = 60 m.  H-L. Characterisation 

of dendritic morphology of striatal putative parvalbumin interneurons at P6 in control (n = 4) and Cntnap2 KO (n 

= 7) conditions. H. Number of branching points (p = 0.240). I. Number of dendritic segments (p = 0.215). J. 

Volume occupied by dendritic spread (p = 0.001). K. Total dendritic length (p = 0.068). L. Sholl analysis (p = 

0.040, two-way ANOVA).  Student’s t-test: p<0.05:*, p<0.01:**, p<0.001:***, p<0.0001:****. 
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4.7 Electrophysiological alterations 

Alterations to neuron activity have been shown in ASD in previous studies (Caubit et al. 2022), 

however, this has not been explored during earlier stages of development, when 

electrophysiological properties are still in the process of maturing. In particular, the 

electrophysiological properties of developing striatal interneurons in ASD is unknown. At these 

early stages, functional properties determine a neuron’s ability to survive (Pfisterer and 

Khodosevich 2017) and integrate within the network (Munakata and Pfaffly 2004, Dekkers et 

al. 2013). We recorded intrinsic electrophysiological properties and synaptic inputs to Lhx6+ 

tonically active neurons (TANs) and fast spiking interneurons (FSIs) at P6. As described 

previously, striatal cholinergic interneurons are tonically active, and can therefore be identified 

by their firing properties and size. In addition, fast spiking interneurons that fire above 50 Hz, 

even at early developmental stages, are considered to be putative parvalbumin interneurons. 

These can also be identified by a rounder soma morphology (Tepper et al. 2010, Tepper et al. 

2018). Other striatal Lhx6+ interneuron types display persistent low threshold spiking (PLTS, 

commonly somatostatin interneurons, which have a distinct oblong soma shape).  

We found differences to excitability of CINs, including a decrease in spontaneous/tonic firing 

rate (Figure 4.7A, B), and an increase in the irregularity of spontaneous firing (Figure 4.7C). 

We then applied negative to positive incremental current steps to evoke firing. Following a 

hyperpolarising current injection, CINs are known to display a depolarising sag, mediated by 

prominent inward rectifying current (Ih; Ahmed et al., 2021). We found no difference in the sag 

ratio between control and knockout (Figure 4.7D), indicating no contribution of this current to 

the altered firing rate. In addition, evoked firing following depolarising current steps was also 

decreased (Figure 4.7E, F), but with no change to the adaptation index (Figure 4.7G), 

indicating a mechanism non-specific to the resting state of the cell. As such, we did not see any 

difference in the resting membrane potential or capacitance (Figure 4.7H, I), however there 

was a decrease in the input resistance (Figure 4.7J), which could potentially indicate altered 

expression of ion channels, such as the potassium channels Kv1.1 and Kv1.2, which Caspr2 

regulates the clustering of (Poliak et al. 2003, Tzimourakas et al. 2007). Potassium conductance 

has been shown to contribute to the input resistance of neurons (Cameron et al. 2000), hence it 

is possible that a decrease in input resistance could correlate to aberrant expression patterns of 

potassium channels across the membrane culminating in increased potassium conductance. This 

reduction in input resistance likely underlies the decreased firing profile of CINs, due to a 

decrease in cell excitability (Kernell 1966). We then compared action potential kinetics, and 
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found no difference in the threshold or amplitude, but a significant decrease in rise time and a 

trend to a decrease in decay time (Figure 4.7K-N, Table 11, Appendix E). This corroborates 

possible alterations to potassium channel expression, which is essential for repolarisation of the 

membrane during the decay phase of the action potential (Abudukeyoumu et al. 2019). 

Disrupted potassium channel expression and distribution remains to be seen in striatal CINs in 

the Cntnap2 knockout, however abnormal Kv1.2 clustering has been shown in cortical 

pyramidal neurons, contributing to altered action potential decay kinetics (Scott et al. 2019). 

Together these findings show alterations to cholinergic interneuron function, indicating less 

activity, which could potentially be detrimental for striatal circuit development and function, as 

cholinergic innervation of the striatum is established early during development (Aznavour et 

al. 2003), and is highly important for the regulation of striatal circuits (Abudukeyoumu et al. 

2019).  
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Figure 4.7: Functional alterations in Lhx6+ cholinergic interneurons in the developing striatum 

A. Spontaneous tonic firing of Lhx6+ striatal cholinergic interneurons (CINs) at resting membrane potential at P5-

7 in a control and Cntnap2 KO cell. B. Quantification of the spontaneous firing rate of CINs in control and Cntnap2 

KO conditions (n = 13 control, 10 KO cells, p = 0.034). C. Coefficient of spike variation of CIN firing in control 

and KO conditions (n = 11 control, 10 KO cells, p = 0.026). D. The sag ratio of CINs from hyperpolarising current 

steps in control and KO conditions (n = 13 control, 11 KO cells, p = 0.462, Mann-Whitney test). E. Evoked firing 

of Lhx6+ CINs at P5-7 in response to a 50 pA stimulus step. F. Evoked firing rate in control and Cntnap2 KO 

conditions across increasing current inputs (n = 8 control, 12 KO cells, two-way ANOVA: F(1, 121, genotype) = 26.87, 

p < 0.0001, F(7, 121, interaction) = 0.6758, p = 0.6922). G. The index of firing adaptation upon a 50 pA current injection 

(n = 14 control, 11 KO cells, p = 0.9258). H. Resting membrane potential of control and KO CINs (n = 16 control, 

12 KO cells, p = 0.3488). I. Capacitance of control and KO CINs (n = 14 control, 12 KO cells, p = 0.4940, Mann-

Whitney test). J. Input resistance of control and KO CINs (n = 14 control, 12 KO cells, p = 0.0490). K. Action 

potential threshold of control and KO CINs (n = 15 control, 12 KO cells, p = 0.6551). L. Action potential amplitude 

of control and KO CINs (n = 15 control, 12 KO cells, p = 0.6542). M. Action potential rise time of control and 

KO CINs (n = 15 control, 12 KO cells, p = 0.0169). N. Action potential decay time of control and KO CINs (n = 

15 control, 12 KO cells, p = 0.2174, Mann-Whitney test). Unless otherwise specified, Student’s t-test: p<0.05:*, 

p<0.01:**, p<0.001:***, p<0.0001:****. 

 

Recordings from putative FSIs (Lhx6+ ChAT-, with non-adaptive firing over 50 Hz) revealed 

a similar decrease in excitability as in CINs. We observed a decrease in evoked firing upon 

depolarising current steps (Figure 4.8A, B), as well as an increase in rheobase, the smallest 

current required to elicit an action potential (Figure 4.8C, D). Both of these results indicate a 

similar decrease in excitability as seen in CINs. However, there was no change in the latency 

to the first spike at rheobase (Figure 4.8E), indicating no difference in the physiological 

properties of FSIs at a near threshold potential. Similarly to CINs, we saw no difference in 

resting membrane potential and capacitance and a significant decrease in input resistance 

(Figure 4.8F-H), implying a phenotype common across the MGE-derived, Lhx6+ interneuron 

population. We then compared action potential kinetics (Table 12, Appendix E) and found a 

higher action potential threshold (Figure 4.8I), further consolidating the decrease in 

excitability. With no change in amplitude, but a decreasing trend in rise time and significant 

decrease in decay time (Figure 4.8J-L), FSI action potential kinetics display similar deficits to 

CINs in the knockout condition. This shows that the Cntnap2 knockout may affect all Lhx6+ 

interneurons at this specific developmental stage, possibly altering their role within the 

network. 
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Figure 4.8: Functional alterations in Lhx6+ putative fast spiking interneurons in the developing 

striatum 

Electrophysiological properties of striatal fast spiking interneurons (FSIs) at P5-7 in control and Cntnap2 knockout 

conditions A. Traces showing evoked firing of a control and Cntanp2 KO cell upon a 50 pA stimulation. B. Evoked 

firing rate in control and Cntnap2 KO conditions across increasing current inputs (n = 13 control, 8 KO cells, two-

way ANOVA: F(1, 151, genotype) = 19.32, p < 0.0001, F(7, 151, interaction) = 1.699, p = 0.1132; post-hoc 

Bonferroni multiple comparisons: 50 pA p = 0.0093, 75 pA p = 0.0230). C. Traces reflecting ramp stimulations in 

a control and Cntnap2 KO cell, with rheobase shown by arrows. D. FSI rheobase  (n = 7 control, 10 KO cells, p = 

0.0349). E. Latency to the first spike evoked at rheobase (n = 6 control, 10 KO cells, p = 0.2635). F. Resting 

membrane potential (n = 22 control, 13 KO cells, p = 0.8797). G. Capacitance (n = 18 control, 12 KO cells, p = 

0.3684, Mann-Whitney test). H. Input resistance (n = 19 control, 13 KO cells, p = 0.0010). I. Action potential 

threshold (n = 18 control, 11 KO cells, p = 0.0269). J. Action potential amplitude (n = 19 control, 11 KO cells, p 

= 0.3198). K. Action potential rise time (n = 19 control, 11 KO cells, p = 0.0781) L. Action potential decay time 

(n = 19 control, 11 KO cells, p = 0.0465, Mann-Whitney test). Unless otherwise specified, Student’s t-test: 

p<0.05:*, p<0.01:**, p<0.001:***, p<0.0001:****. 

 

We have discussed previously the expected shift in excitation and inhibition in the striatal 

circuit in ASD. With these alterations to intrinsic electrophysiological properties of striatal 

interneurons, we subsequently expect that inputs to these cells will shift to reflect an E/I 

imbalance (He and Cline 2019). To investigate this, we recorded excitatory and inhibitory post-

synaptic currents in Lhx6+ striatal interneurons in voltage-clamp configuration. The frequency 

and amplitude of inhibitory GABAergic currents were unchanged (Figure 4.9A-C). Despite no 

difference in the rise time of GABAergic events, we observed a decrease in the decay time 

(Figure 4.9D, E). This could reflect alterations to GABAA receptor subunit configurations 

responsible for elongating GABA mediated current decay (i.e. a predominance of α1 over α2) 

(Dixon et al. 2014). Indeed, some shifts in GABA receptor subunits have been observed in ASD 

(Fatemi et al. 2009), however this remains unknown in the Cntnap2 knockout.  

Similarly, α-Amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA)/Kainate-driven 

glutamatergic inputs were unchanged between control and knockout conditions (Figure 4.9F-

J). However, we did find that Lhx6+ interneurons receive more N-methyl-D-aspartate (NMDA) 

receptor driven glutamatergic inputs in the Cntnap2 knockout at P6, as the frequency of events 

was significantly greater (Figure 4.9K, L), and the amplitude of these events was significantly 

larger as well (Figure 4.9M). There was no change in the rise and decay kinetics of these 

NMDAR mediated currents (Figure 4.9N, O). This result could either be due to pre-synaptic 

cortico-striatal activity enhancement or post-synaptic NMDA receptor expression alteration. 

Regardless, this shift in glutamatergic signalling, with no alteration to inhibitory signalling 

indicates an excitation-inhibition imbalance. This is a key characteristic of ASD, and an 

overabundance of excitation has been explored before in humans (Canitano and Palumbi 2021) 
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and the Cntnap2 knockout model (Selimbeyoglu et al. 2017). Here, we show this for the first 

time in the striatal microcircuitry.  

As we observed no change in AMPA/Kainate receptor driven glutamatergic inputs, it is more 

likely that the enhanced NMDA receptor mediated responses were due to a shift in the 

expression of glutamate receptors, particularly receptors known to be involved in canonical 

developmental critical periods, such as the metabotropic glutamate receptor mGluR5 and the 

NMDA receptor subunits 2C and 2D. mGluR5 is highly important during development and is 

involved in proliferation, synaptogenesis and neuronal circuit establishment (Piers et al. 2012). 

Altered mGluR5 regulation has been associated with E/I imbalance and subsequently ASD, 

among other pathologies (Piers et al. 2012, Wang et al. 2016, Carey et al. 2022). We found 

increased mRNA and protein expression of mGluR5 in the Cntnap2 knockout at P6 (Figure 

4.9P, Q), contributing to increased excitatory signalling, and consistent with the concept of 

early maturation in ASD.  

NMDA receptors are also important during development (Ewald and Cline 2009, Hou and 

Zhang 2017), and as we saw increased NMDA signalling, we anticipate alterations to these 

receptors potentially mediating this result. During development, NMDA receptor subunits, 

including 2C (NR2C) and 2D (NR2D), are vital for synaptic regulation and are susceptible to 

upregulation in the striatum following an environmental insult (Chen et al. 2021, Jing et al. 

2022). NR2C/D are of interest as they mediate striatal network activity during development, 

including cortico-striatal EPSCs and giant depolarising potentials, and are downregulated by 

P10 (Dehorter et al. 2011), highlighting a specialised developmental function in the striatum. 

We observed an increase in Grin2D mRNA (Figure 4.9R), but a decrease in NR2C/D protein 

particles (Figure 4.9S), indicating abnormal post-transcriptional regulation of NMDA receptor 

subunits that may underlie the alterations observed in current frequency and amplitude. 

Together, these results reveal altered synaptic connectivity in the Lhx6+ striatal interneuron 

population at P6 in the Cntnap2 knockout. 
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Figure 4.9: Glutamatergic and GABAergic synaptic inputs onto Lhx6+ GABAergic interneuron 

in the Cntnap2 KO mice.  

A. Example trace of spontaneous GABAA-driven inhibitory post-synaptic currents (sIPSC) recorded in voltage-

clamp at 0 mV in Lhx6+ interneurons in control and Cntnap2 KO conditions (n = 6 Control, 6 KO cells). B. sIPSC 

Frequency (p = 0.522). C. sIPSC Amplitude (p = 0.406). D. sIPSC Rise time (p = 0.194). E. sIPSC Decay time (p 

= 0.002). F. Example trace of spontaneous AMPA/KA-driven excitatory post-synaptic currents (sEPSC) recorded 

in voltage-clamp at -60 mV in Lhx6+ interneurons in control and Cntnap2 KO conditions (n = 8 Control, 6 KO 

cells). G. sEPSC Frequency (p = 0.976). H. sEPSC Amplitude (p = 0.478). I. sEPSC Rise time (p = 0.153). J. 

sEPSC Decay time (p = 0.097). K. Example trace of spontaneous NMDA-driven excitatory post-synaptic currents 

(sEPSC) recorded in voltage-clamp at +40 mV in Lhx6+ interneurons in control and Cntnap2 KO conditions (n = 

9 Control, 6 KO cells). L. sEPSC Frequency (p = 0.016). M. sEPSC Amplitude (p = 0.038). N. sEPSC Rise time 

(p = 0.847). O. sIPSC Decay time (p = 0.268). P. Grm5 mRNA levels in FACS-sorted Lhx6+ interneurons in 

control and Cntnap2 KO conditions (n = 4 control, 4 KO; p = 0.045). Q. mGlur5 protein levels from 

immunostaining (n = 3 control, 4 KO; p = 0.014). R. Grin2C (n = 3 control, 3 KO; p = 0.0.484) and Grin2D mRNA 

levels (n = 5 control, 5 KO; p = 0.001) in FACS-sorted Lhx6+ interneurons in control and Cntnap2 KO conditions. 

S. NMDAR2C/D protein expression from immunostaining analysis (n = 78 control cells, 43 KO cells; p = 0.004). 

Student’s t-test: p<0.05:*, p<0.01:**, p<0.001:***, p<0.0001:****.  
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4.8 Discussion 

Striatal circuit development is reliant on genetic programming and activity levels. How 

interneurons factor into this process and regulatory mechanisms influencing their state during 

brain maturation has been a key question in understanding striatal development. In this chapter, 

we explored circuit development from a pathological perspective, where behavioural alterations 

are established, but the developmental striatal contributions are unknown.  

It has been well established that autism spectrum disorders can be characterised by alterations 

to microcircuitry (Culotta and Penzes 2020). However, this was largely confirmed in cortical 

circuits, with very little research having been done in the striatum because of its complex 

circuitry. Therefore, in this study we aimed to describe the developmental trajectory of striatal 

interneurons and their role within the developing striatal circuit in the Cntnap2 mouse model 

of ASD. This also allowed us to gain a better understanding of typical striatal microcircuit 

development by comparing it to atypical development in a mouse model of ASD.  

Implications of preferential Cntnap2 expression in striatal cholinergic interneurons 

The expression pattern of Cntnap2 mRNA across the whole brain was largely unknown, despite 

the value this information would bring to understanding the mechanisms behind the 

recapitulation of ASD symptoms in the knockout model, and in the subset of human cases 

presenting the mutations to the CNTNAP2 gene. Whether Cntnap2 mRNA expression levels in 

the mouse brain are dependent on cell type was unknown. In this study we presented results 

utilising new stereo-seq spatial transcriptomics technology, which is able to overcome previous 

obstacles of single-cell and bulk RNA sequencing, and map mRNA expression to brain regions 

and even cell types. We show that Cntnap2 mRNA in the adult mouse brain is enriched in the 

striatum compared with cortical regions, and with sub-cellular resolution, were able to localise 

its enhanced expression to choline-acetyltransferase (ChAT) expressing cells (Figure 4.10). 

These novel findings present an avenue for further research into the intricacies of mRNA 

localisation within neuronal populations across the whole brain. However, there are limitations 

to this approach, as we only consider mRNA levels here, and do not take into account post-

transcriptional regulatory mechanisms that could affect both the abundance of protein and its 

functional localisation. Studies have explored the intricacies of Caspr2 protein expression 

within single cells; generally showing its localisation to the axon initial segment and 

juxtaparanode to facilitate the clustering of voltage-gated potassium channels, as well at 

synaptic terminals (Poliak et al. 2003, Strauss et al. 2006, Duflocq et al. 2011, Pinatel et al. 

2015, Scott et al. 2019). Its expression has also been described in somato-dendritic 
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compartments of cultured cortical and hippocampal inhibitory neurons (Pinatel et al. 2015, Gao 

et al. 2018). In fact, cultured hippocampal neurons displayed preferential Caspr2 expression in 

glutamate decarboxylase (GAD65) positive inhibitory neurons (over 50%) compared to 

GAD65 negative excitatory neurons (less than 5%) (Pinatel et al. 2015, Saint-Martin et al. 

2018). This suggests that despite Caspr2 expression being ubiquitous in the brain, there may be 

some mechanisms facilitating differential expression based on cell subtype. This example is of 

particular relevance as Lhx6+ CINs express GAD65, and are considered to have some 

inhibitory features (Lozovaya et al. 2018). Furthermore, when tracking the expression of Caspr2 

across the maturation of cultured neurons, a redistribution was observed via endocytic retrieval 

of Caspr2 from somato-dendritic compartments, resulting in preferential localisation along 

axons in mature cells (Bel et al. 2009, Pinatel et al. 2015, Saint-Martin et al. 2018). This 

indicates a differential developmental role for Caspr2, which may facilitate the developmental 

alterations observed in the Cntnap2 knockout.  

We observed specific developmental deficits in the MGE-derived, Lhx6+ CIN population of 

the striatum. The tonic activity of CINs requires Kv1 channels at the axon initial segment to 

generate their tonic firing pattern (Tubert et al. 2016, McGuirt et al. 2021), thus Kv1 alterations 

resulting directly from a loss of Caspr2 expression could explain the decrease in activity 

observed in Lhx6+ CINs. In addition, further elucidating whether Lhx6+ versus Lhx6- CINs 

have different expression levels of Cntnap2 and the Caspr2 protein will support the specific 

alterations observed in the Lhx6+ CINs compared to other populations. This will subsequently 

shine a light on possible mechanisms behind the alterations to striatal cholinergic neurons we 

have observed in this study.  
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Figure 4.10: Summary of results 

Summarised findings regarding the changes in interneuron properties and function in the developing brain that 

contribute to ASD aetiology. Cntnap2 was enriched in striatal cholinergic interneurons. In the Cntnap2 knockout 

model of ASD, we observed increased proliferation and increased apoptosis, as well as increased morphological 

complexity and decreased excitability of MGE-derived striatal cholinergic interneurons.  
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The impact of a transient shift in the ASD brain on developed striatal circuitry and behaviour 

Our findings in this study reveal key alterations to striatal characteristics during early stages of 

development in the Cntnap2 mouse model of ASD, that are then normalised by a later stage. 

This transient shift in striatal development is likely to contribute to alterations in striatal 

circuitry and function, and thus could have a causative role in ASD symptomology. We 

uncovered an increase in striatum size in the Cntnap2 knockout during early postnatal stages 

(P0-6), which was then normalised completely by P10. As described previously, increased brain 

volume early in ASD, with a later normalisation, is well established (Courchesne et al. 2001), 

and this has also been shown specifically in the striatum (Langen et al. 2009, Langen et al. 

2014). In fact, alterations to the size of the human striatum in ASD have been closely correlated 

with the presence and severity of stereotyped repetitive movement behaviours (Sears et al. 

1999, Calderoni et al. 2014, Langen et al. 2014). There is also an important relationship between 

brain structure volume and circuit formation and maintenance. This has been explored in the 

context of typical brain development (Tau and Peterson 2010), and in pathologies such as 

Huntington’s Disease, where the degradation of striatal circuitry is associated with a smaller 

structure size (Lebouc et al. 2020). General consensus and logic rests on increased brain volume 

requiring more neurons to fill the network. Indeed, when combined with our findings of a 

transient increase in cell number in the Cntnap2 knockout (Figure 4.10), we can conclude that 

we see a rapid, early expansion of striatal circuitry that is then rectified to control levels. This 

considerable perturbation of the striatal circuit during critical developmental stages (migration, 

differentiation, synaptogenesis, apoptosis) is expected to cause lasting effects to the wiring of 

the striatum (e.g. aberrant synapse formation between neuronal subtypes) and contribute to its 

role in inducing ASD symptoms (Tang et al. 2014).  

The idea of autism being an alternative trajectory of development has been discussed in 

literature before, raising a key question of whether autism can result from only a transient 

developmental disturbance (Johnson 2017). It is true that ASD is currently defined not by an 

underlying mechanism, but by the resulting alterations to behaviour. Thus there are various 

overlapping and separate mechanisms that could contribute to ASD aetiology, simply by 

shifting the typical developmental trajectory to an atypical one. We have shown that transient 

developmental striatal alterations arise in a mouse model of ASD, and we speculate that this is 

a contributing factor to the occurrence of ASD-like behaviour in the model. Studies have shown 

that abnormal development of cortico-striatal circuitry may have functional and behavioural 

implications (particularly in regards to repetitive behaviours) that differ depending on the 
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timing and nature of the alteration (Del Pino et al. 2018). However, proof of this relationship 

must be provided through direct causative studies, altering only striatal development (i.e. 

striatal size and interneuron number) without affecting other aspects of development, and 

observing resulting behavioural changes, which is highly difficult with current technology. 

Therefore, with our current knowledge and the results obtained in this study, we can postulate 

that transient diversions of the striatum from its typical developmental trajectory are correlated 

with ASD. Additional studies are necessary to investigate further into alterations to the 

functional and anatomical aspects of striatal circuitry.  

The dorsomedial (DMS) and dorsolateral (DLS) portions of the striatum have very different 

behavioural roles and are even completely opposing in some cases (Lipton et al. 2019, Ahmed 

et al. 2021, Turner et al. 2022). Underlying these differing roles is a substantial difference in 

circuitry, including differences in neuronal identity and activity (Matamales et al. 2016, Ahmed 

et al. 2019, Vandaele et al. 2019, Alegre-Cortes et al. 2021). The effect of shifts in circuitry in 

ASD have not been investigated yet in the context of the DMS and DLS, and this could provide 

key insights into the circuits behind the core symptoms of ASD.  

In addition, the mosaic striosome-matrix chemical divisions of the striatum, which we discussed 

in Chapter 3, have been largely overlooked, although potential deficits in the 

compartmentalisation or activity contributing to ASD pathogenesis have been raised as a 

possibility. It has been shown that in human ASD brains, the boundaries between striosomal 

and matrix regions were obscured compared to controls (Kuo and Liu 2020). Furthermore, 

recent evidence from the Tshz3 ChAT dependent conditional knockout model of ASD shows a 

shift in the proportion of CINs populating striosomes and the matrix (Molitor 2022). In control 

conditions, early born CINs populate striosomes, whilst late born CINs localise within the 

matrix (van Vulpen and van der Kooy 1998). In the knockout condition, more CINs localise to 

striosomal regions, corresponding to a shift towards early born CIN identity (Molitor 2022). 

With studies showing that the striosome and matrix contain separate circuits (Banghart et al. 

2015, Brimblecombe and Cragg 2017), it is essential to probe further in to the effect of knocking 

out Cntnap2 and changes in cell number we observed in the context of these subdivisions.  

The striatum has a complex composition. Whilst in this chapter we present alterations to cell 

number, regulated by increased proliferation and apoptosis, we have not yet probed deeper into 

some aspects of striatal circuitry in ASD, and whether transient shifts are present there, and also 

in the functional properties we observed. Future investigating this could reveal specificity 
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amongst striatal circuits for alteration in the Cntnap2 knockout (potentially surrounding the 

Lhx6+ CIN population) and thus elucidate a more precise mechanism underlying ASD 

symptoms that centre around the striatum.  

The role of striatal Lhx6+ cholinergic interneurons in maintaining E/I balance in ASD 

Here, we show for the first time a specificity for alterations to the MGE-derived cholinergic 

interneuron population in the striatum in the Cntnap2 knockout model, adding to previously 

described parvalbumin interneurons or spiny projection neurons. As CINs are among the first 

cells born during neurogenesis and are the first to populate and be active in the striatum 

(Knowles et al. 2021, Poppi et al. 2021), they do pose a vulnerable target for dysfunction in 

disease. We show a specific increase in the number of Lhx6+ CINs, followed by a decrease in 

the same population, with no change in the non-cholinergic Lhx6+ interneurons or the Lhx6- 

CINs. Whilst further investigation is needed to fully elucidate mechanisms underlying this 

specificity, such as tracking striatal CIN development from neurogenesis in the MGE to 

maturity, our findings implicate them as a potential risk population in ASD. This is unsurprising 

as cholinergic interneurons have been implicated in a number of other neuropsychiatric and 

neurodevelopmental disorders, such as Tourette’s syndrome (Rapanelli et al. 2017, Poppi et al. 

2021). In addition, recent studies have also shown that specific alterations to CIN identity and 

function via genetic manipulation drives ASD-like behaviour (Molitor 2022).  

In terms of striatal circuitry, it is highly likely that MGE-derived Lhx6+ CINs segregate into 

separate striatal microcircuits from Lhx6- CINs. Lhx6+ CINs have GABA-ergic properties and 

segregate from Lhx6- CINs morphologically and functionally, including their response to 

cortical stimulation (Lozovaya et al. 2018). Whilst in our study, we did not compare Lhx6+ and 

Lhx6- CIN morphology and activity in the Cntnap2 knockout, we did find a decrease in the 

activity of Lhx6+ CINs that correlated with increased ChAT levels as a possible compensation 

to normalise cholinergic tone, with no change in Lhx6- CINs. Not only does this highlight the 

separation of these two CIN subpopulations, but it also suggests that Lhx6+ CINs are plastic 

and engage in compensatory mechanisms to normalise circuit function.  

The mechanisms underlying the decreased activity Lhx6+ interneurons are not clear. It is likely 

to be a direct role resulting from aberrant potassium channel expression and clustering, as these 

channels have direct roles in regulating cell excitability. However, we cannot rule out the 

contribution of reciprocal relationships between activity dependent gene expression and factors 

regulating cell excitability. Yet, activity changes in the Cntnap2 knockout may influence the 
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other observed phenotypes. The activity levels of Lhx6+ interneurons and cortico-striatal 

circuitry influence the survivability of cells (Denaxa et al. 2018, Wong et al. 2018), and could 

influence the increase in apoptosis, with decreased activity correlating with decreased 

survivability. In addition, morphological development is activity dependent, and  it has been 

shown that NMDA receptor activation facilitates activity driven dendritic expansion (Kalb 

1994, Sin et al. 2002). We observed increased NMDA receptor mediated glutamatergic inputs 

to Lhx6+ interneurons in the Cntnap2 knockout which may contribute to increase in dendritic 

complexity of both Lhx6+ CINs and putative FSIs.  

Moreover, shifted interneuron activity largely implicates an excitation-inhibition (E/I) 

imbalance. E/I imbalance is increasingly accepted as hallmark of ASD, as it provides an 

explanation for decreased GABAergic signalling observed in ASD  and cortical circuit hyper-

excitation (Rubenstein and Merzenich 2003, Cellot and Cherubini 2014). Our findings in the 

developing striatum reflect this, with increased glutamatergic inputs to Lhx6+ interneurons, and 

decreases in the excitability of these interneurons, likely resulting in an overexcitation of the 

striatal SPNs, which is known to contribute to ASD-like behaviours (Gandhi and Lee 2020). 

As neuromodulators, CINs have a unique role in maintaining the excitation-inhibition balance 

in the striatum. The striatum itself is a mostly inhibitory structure with large excitatory inputs 

to inhibitory SPNs, which are regulated by the surrounding interneurons, including CINs. CINs 

are known to innervate and exert direct control over both SPNs and inhibitory interneurons, as 

well as maintain an axo-axonic connection with excitatory cortico-striatal inputs (Poppi et al. 

2021). As such, they can be considered as master regulators of the E/I balance and the selective 

alterations that we observed in the Cntnap2 knockout may indeed be the causal break in network 

balance that causes ASD-like phenotypes.  

Future studies should investigate whether this is conserved across other models of ASD, and 

whether modification of striatal cholinergic neurons could rescue the functional alterations 

observed. For instance, the Shank3B knockout model has presented with striatal alterations and 

perturbed mGluR5 signalling, similar to what we observed in the Cntnap2 knockout (Wang et 

al. 2016). Increases in mGluR5 has been shown to activate the direct striatal pathway, leading 

to repetitive behaviours underlying ASD (Gandhi and Lee 2020). Similarly, the deletion of 

neuroligin-1 (NLG-1), which has been linked to ASD, leads to an altered NMDA/AMPA ratio 

in the striatum, as well as repetitive movements that were rescued upon the rectification of the 

imbalance (Blundell et al. 2010). In addition, studying these cells in an environmental model 



126 

 

of ASD such as the valproic acid (VPA) induction model would confirm a conserved ASD 

mechanism versus a phenotype resulting from genetic reprogramming and network imbalance.  

In order to fully determine the susceptibility of CINs in ASD, and the specific role of Cntnap2 

in these cells, future studies should generate conditional knockouts whereby Cntnap2 is ablated 

from specific neuronal populations. Removing Cntnap2 from the Lhx6 interneuron population, 

or from the CIN population, and probing for ASD phenotypes in these conditional knockouts 

would give key information about the neuronal populations contributing to ASD and provide 

evidence for a specific neuronal population having a causal role in ASD.  

Establishing treatments for ASD- the future of interneurons as a therapeutic target 

As the name suggests, autism spectrum disorders are highly heterogeneous, in both 

presentation, severity, and cause (Lenroot and Yeung 2013, Masi et al. 2017). As a result, 

establishing effective pharmacological therapeutics has proven challenging, particularly as a 

conserved cellular population or mechanism has not been implicated in ASD.  

Nevertheless, there are some proposed therapies for ASD. Generalised drugs such as 

risperidone have been shown to reduce ASD-typical aggression in an ASD mouse model from 

a mutation in the neuroligin-3 gene (Burrows et al. 2015), and have been used in clinical settings 

for the treatment of ASD as well (Aishworiya et al. 2022). In addition to drugs, environmental 

treatments have also been explored for ASD. For example, increased handling during juvenile 

stages in the VPA induced mouse model rescues some ASD-related behaviours, including 

repetitive behaviours and impaired sociability (Seiffe et al. 2022). Similarly, environmental 

enrichment in the neuroligin-3 mutation ASD model can also modulate aggression and social 

behaviour (Burrows et al. 2020). 

Direct interventions targeting the E/I balance in ASD has proven effective in mouse models and 

also in some human studies.  During development, high levels of intracellular chloride can 

modulate GABA receptor activity from inhibitory to excitatory, and this excitatory transmission 

has been shown to contribute to ASD (Ben-Ari 2002). Bumetanide, a chloride importer 

(NKCC1) antagonist, is expected to reduce intracellular chloride and therefore reverse the E/I 

imbalance in ASD (Ben-Ari and Lemonnier 2021). Indeed, Bumetanide treatment rescued 

symptoms of ASD in children (Lemonnier et al. 2012). Despite some side effects and off-target 

effects, this drug is still in clinical trials as a potential ASD therapeutic.  

Similarly targeting E/I balance, optogenetic modulation of excitatory pyramidal neurons or 

inhibitory PV interneurons in the medial prefrontal cortex resulting in decreased excitability 
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(decreasing pyramidal neuron activity, increasing PV interneuron activity) rescued social 

deficits in adult Cntnap2 knockout mice (Selimbeyoglu et al. 2017). This proved an interesting 

point we have previously discussed; the causal relationship between the excitation-inhibition 

balance and the core symptoms of ASD.  

Following this, the possibility of targeting cholinergic interneurons in the striatum to rectify the 

E/I imbalance must be considered. Interestingly, as we previously discussed, we observed 

decreased excitability in the Lhx6+ CIN population. When compared to Lhx6- CINs, Lhx6+ 

CINs already present with lower excitability (i.e. less spontaneous and evoked firing) 

(Lozovaya et al. 2018). Employing cell type specific DREADDs (Designer Receptors 

Exclusively Activated by Designer Drugs) to increase activity of Lhx6+ CINs, or even cell type 

specific knockouts such as removing Lhx6 from CINs (under the Lhx7 promoter) could restore 

CIN activity in the Cntnap2 knockout, and potentially rectify the E/I imbalance and ASD core 

symptoms.  

In fact, some research has been done into targeting the cholinergic system in ASD. Low 

acetylcholine (ACh) levels have been observed in the BTBR (Black and Tan Brachyury; 

mutation within the Itpr3 gene) mouse model of ASD. Treatment with Donepezil, an 

acetylcholinesterase inhibitor, resulted in decreased cognitive rigidity and improved social 

preference and interaction when mice were treated both generally and directly in the 

dorsomedial striatum (Karvat and Kimchi 2014). In the same ASD model, nicotine treatment 

resulted in dose dependent amelioration of either social interaction or repetitive behaviour 

symptoms (Wang et al. 2015). Whilst CINs or the cholinergic system have not been directly 

targeted in the Cntnap2 model, these results indicate that increasing CIN activity, as we 

previously suggested, may in fact be a viable treatment for ASD.  

Whilst effective treatments for ASD in humans are still quite far in the future, due to the 

heterogeneity in underlying genetic and environmental causes, the work presented in this 

chapter provides evidence for striatal cholinergic interneurons being a risk population in ASD. 

With an altered E/I balance in the striatum, and striatal CIN dysfunction as a possible 

contributing factor, we have opened a new avenue for further studies into the link between 

striatal neuromodulation in mouse models as well as in humans.  
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Chapter 5:  

Discussion 

Main Findings 

In this thesis, we investigated how shifting the molecular identity and developmental trajectory 

of neurons influences the formation of functional microcircuitry and structure innervation via 

long range circuits. Understanding how molecular alterations, such as differential gene 

expression, regulated by epigenetics or environmental factors, can regulate various aspects of 

circuitry and subsequently contribute to behavioural regulation is a crucial goal of neuroscience 

research.  

In Chapter 2 we perturbed the identity of medial ganglionic eminence (MGE)-derived 

interneurons at post-mitotic stages by ablating the Er81 transcription factor specifically from 

these cells; particularly as Er81 is a key candidate for developmentally regulating interneuron 

identity and function. We observed alterations to intrinsic functional properties, culminating in 

decreased excitability of both developing putative PV-INs and mature CINs, as well as 

disrupted physical connectivity between these two interneuron subtypes in the absence of Er81. 

We also explored the functional connectivity of striatal MGE-derived interneurons throughout 

development. We found evidence for the prevalence of a PV-IN/CIN connection that is not 

present in mature circuits and observed decreased electrical connectivity between putative PV-

INs during late postnatal developmental stages in the Er81 knockout condition. Overall, these 

results highlight the importance of maintained developmental molecular identity for striatal 

neuronal activity and circuit formation and maintenance and show for the first time key aspects 

of developmental striatal circuitry.  

In Chapter 3 we studied the role of Er81 in another neuromodulatory population, the 

serotonergic system. Serotonergic inputs to the striatum heavily influence striatal circuitry and 

striatum-mediated behaviour. We ablated Er81 conditionally from serotonergic neurons in the 

Dorsal Raphe Nucleus (DRN) and observed sexually dimorphic alterations to behaviour and 

serotonergic circuitry. We found that female mice in the Er81 knockout condition presented 

with decreased locomotion and anxiety-like behaviour compared to controls, which correlated 

with decreased neuron excitability and a reduction of the serotonergic population in the DRN. 

Male Er81 knockout mice showed gait deficits, alongside decreased physical innervation of the 

striatum and decreased serotonergic neuron activity. Thus, we uncover a link between Er81 

transcriptional control and long-range circuitry and behavioural modulation, likely mediated by 

neuronal activity and excitability.  
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In Chapter 4 we explored the contribution of striatal interneurons and their associated circuits 

to the Autism Spectrum Disorder (ASD) pathophysiology. We found significant striatal 

perturbations in the Cntnap2 mouse model of ASD; including a transient increase in striatum 

size across early postnatal development, and in the number of MGE-derived striatal 

interneurons, mediated by increased embryonic proliferation and early postnatal apoptosis. We 

also identified striatal CINs as a potentially vulnerable population, with higher Cntnap2 mRNA 

levels, and an emphasised increase and decrease in cell number across early development, 

showing they were primarily affected compared to other subpopulations. We then found that 

MGE-derived interneurons had developmental morpho-functional deficits in the Cntnap2 

knockout condition compared to controls, with excessive dendritic arborisation and decreased 

excitability. Together, these alterations likely contribute to developmental shifts in the 

excitation-inhibition balance that underlie ASD aetiology.  

The findings in this thesis culminate in several key concepts: the importance of understanding 

the gene-activity balance and how this influences development and behaviour; the unknown 

unique circuitry of the developing striatum; and the vulnerability of neuromodulatory systems 

in disease via their extensive links with behaviour. Moreover, these findings shine light on 

potential conserved mechanisms in human systems and how we can use animal studies for 

advancing our knowledge of the human brain and creating therapeutic treatments for 

neuropathological disorders.  

Understanding the balance between genetics and activity and its influence on development 

and behaviour 

A common thread we observed throughout all of our findings in this thesis was the observation 

that genetic manipulation, whether via the ablation of Er81 or in the Cntnap2 knockout 

condition, resulted in decreased neuronal activity, and culminated in some measure of shifted 

downstream functionality. The question then arises whether downstream alterations are directly 

due to genetic manipulation, for example where the transcriptional control of genetic factors 

influencing cell morphology or connectivity is altered following Er81 ablation; or if the genetic 

manipulation affects cell function, which then influences circuit formation, morphology, or 

behaviour. This issue forms a loop of causality and potentially perpetuating effects, which 

proves to be very difficult in dissecting molecular and activity dependent mechanisms (Figure 

5.1).  
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Figure 5.1: Links between the various levels of the relationship between genetic identity and 

behaviour 

Map of the interactions between genetic factors, cell properties, circuitry, and behaviour. Arrows represent 

direction of control that has been shown in literature. 

 

 

For example, in Chapter 2 we found decreased cell excitability in striatal putative fast spiking 

interneurons (FSIs, PV-INs) at P5-7 in the Er81 conditional knockout. Subsequently, the 

characteristics of spontaneous SPA-like events indicated decreased excitability and decreased 

calcium depolarisation strength at this same age in the knockout. Finally, we observed 

decreased gap-junction-mediated connectivity at later developmental stages. The causal links 

between these observations with each other and with Er81 transcriptional regulation is difficult 

to determine: decreased cell activity could contribute to decreased coupling (Haas et al. 2016, 

Stampanoni Bassi et al. 2019), however Er81 has been shown to transcriptionally regulate the 

connexin channels that mediate gap junctions (Shekhar et al. 2018), as such decreased coupling 

could simply be due to a reduction in channels present.  

Similarly, the mouse model of ASD we studied in Chapter 4 knocks out Caspr2, a protein 

essential for the localisation and clustering of potassium channels, which are crucial for 

maintaining cell membrane properties, excitability, and action potential generation (Cameron 

et al. 2000, Platkiewicz and Brette 2010). We observed decreased cell excitability in striatal 

interneurons that may have been due to aberrant potassium channel expression, but could also 

be attributed to the morphological defects we observed. A study showed that constraining 

dendritic morphology in cultured cells to have fewer dendrites correlated with increased 

excitability and less integrative power (Zhu et al. 2016). In this case, the dendritic field of 

striatal interneurons in the ASD mouse model were more complex than controls, perhaps 

causing the alterations to excitability.  
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Molecular factors influencing cell activity is not a novel concept. Of course, modulating the 

expression of channels and receptors links directly to changes in cell excitability. For example 

a knockdown of Nkcc1 (Na-K-Cl cotransporter) decreases GABAA receptor mediated 

depolarisation of neural precursor cells in the developing brain, subsequently affecting the 

proliferation and dendritogenesis of neurons, which can be rescued by the expression of NMDA 

receptors to restore membrane depolarisation (LoTurco et al. 1995, Wang and Kriegstein 2008).  

More complex examples are those where the modification of a transcription factor (such as 

Er81) can cause downstream effects, potentially altering multiple cell properties including 

morphology and connectivity. For example, the specific ablation of the Foxp1 transcription 

factor from striatal spiny projection neurons (SPNs) results in increased excitability, with 

potential contributions from inward rectifying and leak potassium currents, but also from 

differences in the membrane surface area, which can influence cell excitability (Khandelwal et 

al. 2021). Er81 has been shown to have multiple roles in various cell populations: regulating 

long range axonal connections (Arber et al. 2000), fine-tuning cell excitability (Dehorter et al. 

2015), and the promotion of morphology regulating genes (Ding et al. 2016). It’s role also 

seems to be specific to neuronal type, as in some populations it seems to simply segregate a 

subpopulation (Yoneshima et al. 2006, Tenney et al. 2019). Therefore, whilst we can correlate 

changes in cell activity, cell connectivity, and behaviour with genetic manipulation, 

establishing causality is difficult.  In order to bridge these gaps to fully understand mechanisms 

linking our observations, we can suggest several future directions.   

Primarily, potential mechanisms can be determined via the identification of changes in gene 

expression. RNA sequencing techniques across development in control and mutant conditions 

can illuminate altered molecular pathways and factors that may contribute to observed 

alterations. For example, using spatial transcriptomics in Chapter 4, we observed in control 

conditions that enhanced Cntnap2 expression in the striatum correlated with enhanced 

molecular pathways relating to ASD-like behavioural presentation, including locomotor 

behaviour, vocalisation, and cognition. Cntnap2 was also enhanced in striatal CINs, and we 

subsequently found these cells to be particularly affected in the knockout condition. However, 

more powerful studies including sequential analyses across development in both control and 

mutated conditions will give far more information. To determine the transcriptional control that 

Er81 enacts in developing and mature striatal interneurons, single-cell sequencing comparisons 

between controls and Er81 conditional knockouts may elucidate factors that regulate cell 

excitability, such as potassium channels, or channels facilitating gap junction connections, such 
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as connexins. This could also identify altered activity-dependent genes, evidence for Er81 

integrating with both activity-dependent mechanisms as well as transcriptional ones.  

Other methods for dissecting the roles of activity and genes relies on directly manipulating 

them. Here, we show the effects of knockouts, where a genetic factor is ablated either from the 

whole brain or in a cell-type specific manner. However, overexpressing the gene of interest to 

determine whether we see an opposite reaction from the circuit would solidify the proposed 

mechanisms. This can be done via tetracycline-controlled (tet-on) doxycycline-inducible gene 

expression (Das et al. 2016), whereby gene transcription is activated only when doxycycline is 

administered, and also via CRISPR-Cas9 activation of transcription factors (Di Maria et al. 

2020). Additionally, directly modulating neuronal activity can also elucidate mechanisms 

underlying the relationship between cell activity and circuit function and formation. Recent 

studies have begun to elucidate the presence and identity of early response genes that are 

activated following membrane depolarisation, particularly in human derived GABAergic cells 

(Boulting et al. 2021). Utilising Designer Receptors Exclusively Activated by Designer Drugs 

(DREADDS) to chemically excite cells in a subtype-specific manner, or optogenetic activation 

of specifically expressed channelrhodopsins, can enhance (or deplete) the activity of a cell 

population of interest and subsequent analyses of molecular identity and circuit characteristics. 

In this way we can determine whether Er81 expression in striatal interneurons during 

development is activity dependent, and also whether manipulating activity levels in control 

versus Er81 knockout conditions has different downstream effects. This would confirm if Er81 

mediates activity dependent mechanisms controlling cell function and connectivity. Similarly, 

these techniques also pose a potential for rescuing observed deficits in cell excitability; for 

example, enhancing serotonergic cell activity the Er81 knockout may rescue the behavioural 

alterations we observed, linking serotonergic cell function directly with behaviour. However, 

modulating the activity of single cell populations can imbalance the proportion of excitation 

and inhibition in the network.  

Throughout our findings in this thesis, we have described our findings in the context of shifting 

the balance between excitation and inhibition in the network. Modulating the function of 

individual cell populations contributes to shifting this balance, but the brain is plastic and 

compensatory mechanisms do attempt to rectify this imbalance, particularly during 

development.  
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For example, the decrease in excitability observed in striatal interneurons in the Cntnap2 

knockout model of ASD was balanced by increased NMDA receptor mediated excitatory inputs 

to cells, perhaps as a mechanism to attempt to rectify the excitation-inhibition imbalance. 

Similarly, we observed decreased striatal PV-IN excitability in the absence of Er81 during 

developmental stages, but not at mature stages in Chapter 2. By some mechanism, either the 

individual cells or the network as a whole was able to rectify this developmental deficit, 

showing that a transient alteration during development may not last into adulthood. This sort of 

developmental alteration during critical periods of development may appear to have no 

resulting effects in our findings in Chapter 2, yet wider circuit dysfunction and behavioural 

deficits are not out of the question. In fact, our results in Chapter 4 emphasise this; transient 

alterations to the cell population and developing environment may contribute to the lasting 

behavioural deficits in the Cntnap2 mouse model of ASD. 

Moreover, we also present evidence for the importance of neuromodulation in regulating the 

excitation-inhibition balance. Both serotonergic and cholinergic cell populations responded to 

genetic insult by altering their excitability and function, shifting circuit balance and resulting 

in behavioural alterations. Whilst the precise effects of neuromodulation are diverse and remain 

mostly unknown, we can postulate their importance during development for influencing the 

excitation-inhibition balance and regulating circuit formation.  

New insights into the unique circuitry of the developing striatum 

Striatal development, particularly in the context of interneuron activity and connectivity, is 

largely understudied. Whilst a great amount of research has been done into understanding the 

developmental origins of striatal interneurons (Marin et al. 2000, Magno et al. 2017), and their 

migratory pathways (Chen et al. 2010, Villar-Cervino et al. 2015), as well as the diversity and 

identity of the different subtypes (Fragkouli et al. 2009, Tepper et al. 2010, Tepper et al. 2018, 

Ahmed et al. 2019), research into later stages of development is limited.  

Brain structures do not mature at the same rate, and this is particularly prevalent in human 

brains. Generally, subcortical structures, including the striatum, mature more rapidly compared 

to cortical regions (Mills et al. 2014). At a cellular level, we have some sparse evidence of this. 

Developmental cell loss (apoptosis) occurs at different times dependent on structure and 

activity, and can be considered a marker for network maturation. In the upper layers of the 

cortex (L1-4), interneuron cell death occurs from approximately P7-P10 (Wong et al. 2018), 

whereas, it is markedly earlier in the striatum, occurring from P5-7 (Sreenivasan et al. 2022). 
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Here, we show similar findings (Chapter 4), with striatal cell loss between P4 and P6, as 

opposed to cortical cell loss, which appears to continue until P10. We also show that the timing 

of cell death processes is the same in the Cntnap2 knockout model of ASD.  

PV-INs are common across many brain regions. Our findings indicate the functional identity of 

putative PV-INs as fast-spiking interneurons (FSIs) is established earlier in the striatum than 

other structures. There has been some investigation into the maturation of cortical PV-IN 

electrophysiological properties across development, and they have shown that PV-INs at P7 do 

not fire much higher than 50 Hz, and even P10 they do not fire at a very high rate (Okaty et al. 

2009, Pouchelon et al. 2021). Contrastingly, striatal PV-INs fire as high as 80 Hz at P5-7, and 

was similar in control, Er81 conditional knockout, and Cntnap2 knockout (Chapter 2, Chapter 

4). Together, this suggests that striatal circuitry itself matures at a faster rate in the striatum 

compared to the cortex, and the timing of this process is unchanged in ASD. In addition, it has 

been suggested that striatal interneurons mature earlier than SPNs (Chesselet et al. 2007). This 

positions the striatal interneuron network as crucial early regulators of striatal circuit formation 

and function. 

As we outlined in Chapter 1, developing circuitry is overconnected, before refinement occurs 

in the second and third postnatal weeks. We did indeed observe far more synaptically connected 

interneuron pairs in the striatum at P5-7 compared to mature stages (P30+). Remarkably, we 

observed the incidence of bidirectional connections between PV-INs and CINs (Chapter 2). 

This is particularly interesting because previous literature conducted in adult mice has found 

little to no connectivity between PV-INs and CINs (specifically PV-INs functionally projecting 

to CINs). Early staining of PV axon terminals on CINs showed little to no contact (Chang and 

Kita 1992). Furthermore, optogenetic activation of striatal PV-INs elicited either no response 

or a very small post-synaptic current in CINs, indicating that they are poorly connected (Straub 

et al. 2016). Considering this, the likelihood of finding connectivity between a single PV-IN 

and CIN was low, and indeed we saw no connected PV-IN/CIN pairs in the mature striatum. 

Therefore the relatively high incidence of this connection at P5-7 may either be the result of 

excessive connectivity during development, or it is possible that PV-IN inhibitory activity on 

CINs is involved in the development of striatal circuitry, potentially regulating CIN activity 

during early stages. Dissecting this developmental circuit will require further studies to isolate 

and determine the extent of functional inputs from striatal PV-INs to CINs, and what purpose 

they serve.  
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There are also several unexplored aspects of the striatum that highlight its complex circuitry, 

particularly in development. We have previously discussed the striosome and matrix chemical 

divisions of the striatum, and how they may be rearranged in ASD (Chapter 4). It has also been 

shown that molecular alterations during development can affect the organisation of these 

compartments (Anderson et al. 2020). Further studies into striatal development must take these 

divisions into account, as it is highly likely that striosome and matrix located circuits connect 

in a segregated manner.  

Our findings bring light to previously unexplored aspects of striatal interneuron function and 

precise circuitry during development. With further studies, we may be able to elucidate the 

developmental trajectory of the striatum and how it can be altered in diseased states.   

Neuromodulatory systems as mediators of behaviour and their vulnerability in disordered 

states 

Throughout this thesis, we have explored the role of neuromodulatory neurons in regulating 

circuitry and behaviour. Whilst this has been explored quite extensively (Chapter 1), there are 

still some aspects, particularly relating to the characteristics of neuromodulatory populations, 

that remain unresolved.  

Neuromodulatory neurons, particularly those we have investigated in this thesis, are highly 

heterogeneous populations (Munoz-Manchado et al. 2018, Ahmed et al. 2019, Okaty et al. 

2020). In particular, the diversity of serotonergic neurons in the dorsal raphe is of particular 

interest as it correlates with circuitry and behaviour. Yet, we show here that Er81 seems to be 

expressed in nearly all DRN Pet+ serotonergic neurons, as opposed to segregating a 

subpopulation as might have been expected. This combined with its expression in most striatal 

CINs and in dopaminergic neurons of the substantia nigra pars compacta (unpublished 

observations, data not shown) suggests that Er81 may have a specific role in neuromodulatory 

cell populations. In addition, we have observed particular patterns of expression of Er81 in 

neuromodulatory neurons compared to other interneuron subtypes. As we discussed in Chapter 

3, cytoplasmic expression of a transcription factor can indicate a protein interaction dependent 

role.  

Neuromodulation has been largely overlooked in ASD, as many studies focus on cortical 

excitatory and inhibitory neurons. However, there are some known links between 

neuromodulatory systems and ASD, as we have explored in Chapter 4. The involvement of the 

serotonergic system in ASD is complex. Elevated whole blood serotonin was an early 
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biomarker of ASD, and changes to serotonin in the central nervous system have also been 

documented in ASD (Muller et al. 2016). In addition, there are several studies regarding the 

interaction of serotonin with other systems contributing to ASD. For example, 

haploinsufficiency for the Pten gene is known to result in ASD (Clipperton-Allen et al. 2019), 

but introducing haploinsufficiency for the serotonin transporter (SERT) alongside this 

exacerbates brain overgrowth and leads to female specific deficits in social approach behaviours 

(Page et al. 2009).  

Similarly, our findings alongside recent studies (Caubit et al. 2022, Molitor 2022) have 

identified striatal CINs as a risk population, prominently contributing to ASD pathophysiology. 

We show enhanced expression of the ASD risk gene Cntnap2 in striatal CINs, and the specific 

alteration of cell number, as well as morphological and functional deficits in CINs in the 

Cntnap2 knockout mouse model of ASD. In particular, we show these alterations during 

developmental stages.  

It is essential to further understand and characterise alterations to these populations, particularly 

as both are now being established as therapeutic targets. Decreased serotonin receptors have 

been observed in human incidences of ASD, as such several serotonin receptor subtypes have 

been investigated as potential targets for small molecule modulators in the treatment of ASD 

(Lee et al. 2022). As we discussed in Chapter 4, modulation of the cholinergic system to 

alleviate ASD behavioural phenotypes has also been tested, via the acetylcholinesterase 

inhibitory Donepezil (Karvat and Kimchi 2014). As such, linking alterations to 

neuromodulatory systems in animal studies with human systems to establish effective 

therapeutics for ASD is vital, as they pose key target systems for effective treatments.  

Making links to the human brain 

Most current research is undertaken in mouse models to gain a better understanding of human 

mechanisms and pathology. As many of the studies conducted in mice cannot be done in 

humans, we must instead attempt to link our findings in mice with human systems. 

In this study we have focussed quite heavily on striatal interneurons. We have described their 

alterations in response to direct genetic perturbation (Chapter 2), and in a model of ASD 

(Chapter 4), emphasising their functional importance within the striatum. These findings are 

highly relevant for human systems; whilst interneurons comprise approximately 5% of striatal 

neurons in rodents, with the remainder being spiny projection neurons, this is far higher in the 

human striatum, with up to 26% of striatal neurons being identified as innervating local circuitry 
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(Bernacer et al. 2007). Therefore, it is likely that striatal interneurons enact a higher degree of 

influence over striatal circuits, suggesting their involvement in regulating higher-order 

processes unique to primates and humans. This is also relevant in the context of therapeutics 

for pathological conditions. As we have discussed previously, targeting the cholinergic system 

via a cholinesterase inhibitor (Donepezil) in ASD patients has proven somewhat successful 

(Handen et al. 2011), opening avenues for novel therapeutics targeting this same system. Our 

results further associate cholinergic neurons as a vulnerable system to be altered in ASD. As 

such, determining whether decreased cholinergic cell number and decreased cell activity is 

consistent in human patients with ASD is necessary, and may subsequently lead to the 

identification of drugs able to rectify developmental alterations to this system.  

In Chapters 2 & 3 of this thesis, we focussed on genetic perturbation of the Etv1/Er81 

transcription factor. Our findings in this context are applicable to the human brain as Etv1 has 

a similar pattern of expression in the primate medial ganglionic eminence (Schmitz et al. 2022), 

and is in fact highly expressed during foetal development (Ding et al. 2022). Therefore, 

alterations to the developing brain that mirror our findings here may be due to alterations in the 

Etv1 gene and may underlie unexplained developmental pathologies. This extends to our 

findings in Chapter 3 regarding our observations of decreased anxiety following Er81 ablation 

from serotonergic neurons. It is entirely possible for this mechanism to be conserved in the 

human brain. Understanding the mechanisms underlying these changes in anxiety could lead us 

to possible explanations for the increased prominence of anxiety in females (Bahrami and 

Yousefi 2011), and present possible treatments.  

Conclusions 

Whilst human studies dissecting neuronal circuitry and cell function are part of a distant future, 

neuroscientists must utilise animal models to make assumptions regarding how the human brain 

works. Whilst it may not always be correct, it is vital to continue uncovering basic biological 

and neurological mechanisms underlying neuron function and integration within neuronal 

networks and behavioural processes. In conclusion, in this thesis we have uncovered crucial 

mechanisms of brain development; finding novel relationships between genetic factors and 

neuronal circuitry during development and in the mature brain, with critical links to 

neurodevelopmental pathology.  
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Methods 

6.1 Mice 

Mouse lines used for this project (Table 1) were bred and housed at the Australian Phenomics 

Facility, the Australian National University, with strains sourced from The Jackson Laboratory 

(JAX® Mice). Control mouse lines were generated by breeding sourced mouse lines with 

fluorescent reporter lines (Table 1); knockout mouse lines were generated by breeding control 

and reporter lines with either the Er81fl/fl:RCE, Er81fl/fl:TdTomato, or Cntnap2-/- knockout line 

(Jax: B6.129(Cg)-Cntnap2tm1Pele/J) to generate homozygous flox or knockout lines (Table 1).  

Mice were housed in same sex groups up to five mice with water and food ad libitum. Due to 

the nature of the mouse lines used (an autism model and a model with anxiety/aggression 

phenotype), single housing of mice was avoided whenever possible to ensure that social 

isolation did not contribute to behavioural alterations. All experiments were conducted with 

ethical approval from the Australian National University Animal Experimentation Ethics 

Committee (Protocols 2016/43, 2019/46, 2021/43). Male and female mice were used at 

embryonic (E12-16), early postnatal (P2-10 and P15-18), and adult stages (P30+). 

Table 1: Mouse Lines 

Control Line 
Control Line JAX 

Nomenclature 
Mutation/ Knockout Line Chapter 

ChAT-Cre+/-;RCE+/- B6;129S6-

Chattm2(cre)Lowl/J 
Er81flox/flox;ChAT-Cre+/-;RCE+/- 2 

PV-Cre+/-;TdTomato+/- 
B6;129P2-

Pvalbtm1(cre)Arbr/J 

Er81flox/flox;PV-Cre+/-; 

TdTomato+/- 
2 

Lhx6-iCre+/-

;TdTomato+/+ 

B6;CBA-Tg(Lhx6-

icre)1Kess/J 

Er81flox/flox;Lhx6-iCre+/-; 

TdTomato+/+ 
2 

Lhx6-iCre+/-;RCE+/+ 
B6;CBA-Tg(Lhx6-

icre)1Kess/J 
Er81flox/flox;Lhx6-iCre+/-;RCE+/+ 2 

Nkx2.1-CreER+/-;RCE+/+ Nkx2-1tm1.1(cre/ERT2)Zjh/J 
Er81flox/flox;Nkx2.1-CreER+/-; 

RCE+/+ 
2 

Pet-Cre+/-;RCE+/+ 
B6.Cg-Tg(Fev-

cre)1Esd/J 
Er81flox/flox;Pet-Cre+/-;RCE+/+ 3 

Lhx6-iCre+/-

;TdTomato+/+ 

B6;CBA-Tg(Lhx6-

icre)1Kess/J 

Cntnap2-/-;Lhx6-iCre+/-; 

TdTomato+/+ 
4 

 

6.1.1 Breeding 

Mice in the Lhx6-iCre and Pet-Cre dependent strains were bred to ensure Cre expression 

remained heterozygous. As the Pet-Cre dependent knockout of Er81 affects the serotonergic 

system, which is highly involved in hormone regulation and behaviour (Lucki 1998, Rybaczyk 

et al. 2005), breeder pairs were kept in the same configuration; a Cre negative female (no 

genetic mutation) and a Cre positive male, to reduce the risk of impaired maternal care.  
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6.1.2 Timed Mating 

Mice required at embryonic or early postnatal stages (Chapters 2 & 4) were generated using 

timed mates. A male and 1-2 females were placed together overnight, and the females checked 

for vaginal plugs the following morning. Presence of a vaginal plug placed the female at 0.5 

days post conception as of the discovery, to account for conception occurring during the night. 

Females were checked for weight gain throughout the pregnancy and were considered not 

pregnant if there was no weight gain or a weight loss by E10. If females had no vaginal plug or 

were not pregnant, they were placed back into breeding.  

6.1.3 Tamoxifen Induction8  

To sparsely label striatal interneurons for morphological reconstruction in control and Er81 

knockout conditions (Chapter 2), mice in the Nkx2.1-CreER;RCE and Er81flox/flox;Nkx2.1-

CreER+/-;RCE lines were used and required the activation of Cre expression via Tamoxifen 

induction. Induction in P0 pups was administered via intraperitoneal injection of 25 µL low 

titer Tamoxifen (Sigma, T5648) in corn oil (Sigma, C8267) at 10 mg/mL. Pups were then 

monitored for seven days post induction and sacrificed at P30. 

6.1.4 Viral in vivo Labelling 

To label spiny projection neurons (SPNs) in the striatum for morphological reconstruction 

(Methods section 6.6.5; Chapter 2) and synaptic bouton quantification (Methods section 6.6.7; 

Chapter 2), heterozygous littermate control and knockout pups in the Er81fl/fl;ChAT-Cre strain 

were virally infected on their day of birth. Micropipettes for infection were pulled from 

borosilicate glass capillary tubes (100 mm, outer diameter 1.5 mm, filament 0.84, World 

Precision Instruments, 1B150F-4) pulled with a Narishige PC-10 pipette puller. Pipette tips 

were gently modified after pulling using tweezers to approximately 50 µm in diameter. Pups 

were anaesthetised on ice until completely unconscious (i.e. no response to physical stimulation 

and no breathing), and then placed into a holding frame and the head secured using 27 gauge 

needles placed through skin near the ears, where low blood supply prevents lasting damage. 

The striatum was targeted with a micromanipulator (coordinates: 1.5 mm anterior from bregma, 

1 mm lateral from the midline, 1.5 mm depth from skull surface), and bilateral injections of 

AAV1:hSyn:eGFP:WPRE:bGH (University of Pennsylvania) at a dilution of 1:100,000 in 

sterile 0.01M PBS were performed with a World Precision Instruments Micro-2T injector. The 

pipette was plunged to just below the target area and then pulled up to the correct depth to allow 

 
8 Tamoxifen induction injections were performed by Alexandre RCom-H’cheo-Gauthier 
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a small region for the injected virus to pool. 500 nL of virus was injected, and the pipette 

removed after a 30 second pause to allow for diffusion. After infection, the pups were placed 

on a heat pad to recover. Pups were considered revived once they were able to gasp for air and 

regained a healthy pink colour and temperature. They were then placed back into the home 

cage. Pups were monitored for the following week to observe any ill effects caused by the 

infection.  

After tissue collection, brain slices were stained with the Cre antibody (see section 6.5) to 

determine which mice were control and which were Cre-positive and therefore knockout. 

  

6.2 Tissue Collection 

6.2.1 Fixed Tissue Collection 

To collect fixed tissue samples, mice were first anaesthetised under either ice (P0-P3 pups) or 

4-4.5% isoflurane (≥P3). Once judged to be under deep anaesthesia, and non-responsive to 

physical stimulation, animals were perfused transcardially with 0.01M phosphate buffered 

saline (PBS, Sigma-Aldrich, P38135), followed by 4% paraformaldehyde in PBS (PFA, Sigma-

Aldrich, P6148). This was done by opening the thoracic cavity, creating an incision in the right 

atrium, and applying a constant flow of solution via a needle and syringe (P2-5) or peristaltic 

pump (≥P6) to the left ventricle. PBS was allowed to perfuse through until blood was no longer 

flowing from the right atrium (approximately 5-6 minutes in adult mice). PFA was allowed to 

perfuse for 15 minutes, and mice were checked for tail stiffness, indicating the efficacy of 

fixation. Mice were then decapitated and the brain dissected out and placed in 4% PFA. The 

tissue was left to post-fixate for between 2-5 hours or overnight in PFA, dependent on the age 

and condition of the brain, and kept consistent within datasets. The fixative was then removed 

from the tissue and washed in 0.01M PBS for 15 minutes three times. 

For the collection of embryonic brain tissue, the pregnant mother was cervically dislocated, and 

the embryonic sac extracted from the abdomen and placed into ice-cold 0.01M PBS. Embryos 

were removed from the sac, and the brain was dissected under a microscope (Zeiss Stemi 305 

LAB Microscope, 435063-9020-100) and placed into 4% PFA to fix overnight. A single 

overnight wash of 0.01M PBS was applied to remove the fixative. Before sectioning, embryonic 

brains were embedded into 4% bacto-agar (Becton Dickinson, 214010) to protect and maintain 

the integrity of the tissue.  
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Brains were sectioned in 0.01M PBS at a thickness of 60 m (general immunostaining) or 100 

m (for morphological reconstruction) using a Leica 1000S vibratome, and then preserved in 

an ethylene glycol solution (33% Ethylene glycol (Sigma, 324558), 33% Glycerol (Sigma, 

G5516), 33% 0.01M PBS) and stored at -20C.  

6.2.2 Fresh Tissue Collection  

Fresh tissue was collected from early postnatal mice for RNA extraction. Mouse pups were 

decapitated and the brains removed into cold 0.01M PBS. The brains were dissected under a 

microscope to obtain specific regions: the prefrontal cortex and striatum (Figure 1). The tissue 

was placed into an RNase and DNase free tube and flash-frozen on dry ice, then stored at -

80°C.  

6.3 Stereo-seq9  

Spatial Enhanced Resolution Omics-Sequencing (Stereo-seq) technology from BGI, in beta 

testing (V1.0, not commercially available) was used to perform spatial transcriptomics on a 

sagittal brain slice taken from an adult male mouse (Chapter 4). Briefly, the mouse was 

sacrificed and the brain removed and embedded in optimal cutting temperature compound 

(OCT) to be frozen and then sectioned sagittally via cryostat at a thickness of 10 µm. A selected 

slice was mounted onto a STOmics-GeneExpression-S1 chip (1 cm2), which are patterned grids 

of probes containing spatial coordinates. The tissue was fixed in methanol, permeabilized, and 

the reverse transcription was performed. Subsequent analysis of DNA library preparation and 

sequencing, as well as further data analysis, including clustering, was performed. For full 

methodology, see methods section of Ahmed et al. (2023) (Appendix C). 

6.4 RNA Analysis 

To determine changes in RNA expression in the Cntnap2-/-;Lhx6-iCre; TdTomato mouse model 

of Autism Spectrum Disorder (ASD) compared to controls (Lhx6-iCre; TdTomato; Chapter 4), 

RNA extractions were performed for the purposes of qRT-PCR analysis (Figure 1).  

 

 

 

 
9 Stereo-seq was performed in collaboration with Ulrike Schumann, Lixinyu Liu, Riccardo Natoli, and Jean Wen. 
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Figure 1: RNA Analysis Workflow 

The process of RNA level analysis: Tissue is dissected (section 6.2.2), total RNA is extracted (section 6.4.1), retro-

transcription generates cDNA (section 6.4.2), which is then analysed via qRT-PCR probing for target genes 

(section 6.4.3). 

 

 

6.4.1 RNA Extraction from Tissue Samples 

Total RNA was extracted using the RNeasy Micro kit (Qiagen) for tissue samples according to 

manufacturer's instructions (no DNase digestion). Briefly, the tissue (collected as in section 

6.2.2) was disrupted within its tube using scissors treated with RNaseZAP (Sigma-Aldrich, 

R2020), following which Buffer RLT was added, and the tissue homogenised using a 25 gauge 

needle and a 1 mL syringe. This was centrifuged at full speed for 3 minutes, and the supernatant 

(lysate) transferred to a new microcentrifuge tube. 70% ethanol was added to the lysate and 

mixed via pipetting, and this was transferred to a RNeasy MinElute spin column and centrifuged 

for 15 seconds at 8000 x g. The flow-through was discarded, and Buffer RW1 was added, and 

the tubes centrifuged once more for 15 seconds at 8000 x g; the flow-through was once again 

discarded. Buffer RPE was added to the spin column and centrifuged for 15 seconds at 8000 x 

g, and the flow-through discarded. 80% ethanol was then added to the spin column and 

centrifuged for 2 minutes at 8000 x g, the flow-through was discarded. The columns were then 

centrifuged at full speed (15000 x g) for 5 minutes with lids open, after which the flow-through 

and collection tubes were discarded. The columns were placed into a new 1.5 mL collection 

tube, and RNase-free water applied directly to the centre of the spin column membrane. They 

were then centrifuged at full speed for 1 minute to elute RNA (Figure 1). The collection tube 

containing the final RNA sample was retrieved and stored at -80°C. A second elution was 

performed by applying more RNase-free water and repeating centrifugation, producing a 

secondary RNA sample.  

RNA concentration and purity were determined using a NanoDrop spectrophotometer (ND-

1000, Thermo Fisher Scientific). RNA yield was considered optimal if the concentration was 
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above 100 ng/uL, and purity was assessed by comparing the ratio of absorption at 260 nm over 

230 nm (260/230) to acceptable values of 2.0-2.2.  

6.4.2 cDNA Synthesis from RNA Samples 

RNA obtained via processes in section 6.4.1 was reverse transcribed into cDNA (Figure 1) 

using the SuperScriptIII First Strand Synthesis System (Invitrogen, 18080093) according to 

manufacturer instructions. Cycling was done with the use of a ThermoMix (Eppendorf, 

5382000066). Briefly, 50 µM oligo(dT), 10 mM dNTP mix, and DEPC-treated water were 

combined in a ratio of 1:1:2, to an amount allowing for 4 µL of the final mix per sample. To 

this, 6 µL of RNA was added (calculated based upon measured RNA concentration, to ensure 

up to 5 µg of total RNA was added). This was then incubated at 65°C for 5 minutes, and then 

placed on ice for at least 1 minute. A cDNA synthesis mix was then prepared containing: 2 µL 

10X RT buffer, 4 µL 25 mM MgCl2, 2 µL 0.1 M DTT, 1 µL RNaseOUT (40 U/µL), 1 µL 

SuperScript III RT (200 U/µL) per reaction. 10 µL of this mix was added to each RNA/primer 

tube and incubated at 50°C for 50 minutes. Reactions were then terminated at 85°C for 5 

minutes, and tubes were chilled on ice; cDNA samples were then stored at -20°C. 

cDNA was diluted with DNase/Rnase free water to contain 10 ng of cDNA for each reaction 

required; this solution was used for qRT-PCR.  

6.4.3 Quantitative Real Time Polymerase Chain Reaction (qRT-PCR) 

qRT-PCR was used to analyse cDNA samples via the TaqManTM Gene Expression Assay. PCR 

reactions were performed on MicroAmpTM Fast Optical 96-Well Reaction Plates (0.1 mL, 

Applied BiosystemsTM), run using the StepOnePlusTM Real-Time PCR System (Applied 

BiosystemsTM). Samples were run in triplicate, with each 20 µL reaction containing 1 µL of 

20X TaqMan® Gene Expression Assay (i.e. the relevant probe), 10 µL 2X TaqMan® Universal 

PCR Master Mix (Applied BiosystemsTM), 4 µL of cDNA sample (containing 10 ng RNA), and 

5 µL of Rnase-free water. Briefly, a mix of the Rnase-free water, 2X TaqMan® Universal PCR 

Master Mix, and 20X TaqMan® Gene Expression Probe was prepared in the correct proportions, 

for all reactions to be performed; this mix was prepared for each Assay Probe. 16 µL of this 

mix was added to each relevant well, and then 4 µL of cDNA sample was added to each relevant 

well.  

Thermal cycling was run under standard settings on the StepOnePlusTM software, with 

incubation at 50°C for 2 minutes, 95°C for 10 minutes to allow for polymerase activation, 



144 

 

followed by 40 cycles of 95°C for 15 seconds (denaturation) and 60°C for 1 minute (annealing 

and extension) (Figure 1).  

For analysis, the comparative Ct method (Schmittgen and Livak 2008) was used (Δ(ΔCt)) to 

normalise expression to the reference gene glyceraldehyde-3-phosphate dehydrogenase 

(Gapdh), and the fold-change in gene expression between experimental and control groups was 

calculated as 2-Δ(ΔCt). 

 

6.5 Immunohistochemical Staining 

To visualise neurons and protein expression in mouse brain slices, immunohistochemical 

staining was performed (Chapter 2, 3, 4). Brain slices were first washed twice for 5 minutes 

with 0.01M PBS and permeabilised using a 10% triton (PBS-T, Sigma, T8787) solution twice 

for 5 minutes (these times were increased to 10 minutes for 400 µm slices collected after 

electrophysiology). Non-specific binding sites were then blocked for 2 hours (increased to 3-4 

hours for post-electrophysiology slices) in a 10% normal donkey serum (Merck, S30), 2% 

bovine serum albumin (BSA, Sigma, A7906) in PBS-T solution. Staining using primary 

antibodies (Table 2) was performed overnight, followed by three 15 minute PBS washes, and 

secondary antibodies (Table 3) for 2-3 hours, followed by another three 15 minute washes. If 

tertiary antibodies (Table 3) were required (i.e. a biotin-streptavidin combination) these were 

applied for 1 hour, and followed by three 15 minute PBS washes. Slices were then incubated in 

DAPI (5 µM 4′,6-diamidino-2-phenylindole, Sigma, D9542) for 10 minutes for nuclear 

staining, which was washed out with four 5 minute PBS washes. Slices were then mounted onto 

slides in gelatine (0.1 g in 50 mL water), allowed to dry and then coverslipped with a Mowiol 

(10 g Mowiol (Sigma, 81381), 2.5 g DABCO (Diazabicyclo[2.2.2]octane, Sigma, D27802), 90 

mL 0.01M PBS, 40 mL Glycerol) solution.  
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Table 2: Primary Antibodies 

Protein Target Host 
Concentration 

Used 
Vendor; Catalogue # 

ETS Translocation Variant 1 

(Etv1/Er81) 
Rabbit 1:5000 Arber Lab; 1704 

Green Fluorescent Protein (GFP) Chicken 1:3000 Aves Labs; GFP-1020 

Parvalbumin (PV) Mouse 1:3000 Sigma; P3088 

Parvalbumin (PV) Goat 1:5000 SWANT; PVG-214 

Choline Acetyltransferase (ChAT) Goat 1:200 Chemicon; AB144P 

Neuropeptide-Y (NPY) Sheep 1:1000 Merck; AB1583 

Vesicular Glutamate Transporter 1 

(VGluT1) 
Guinea-Pig 1:2000 Chemicon; AB5905 

Vesicular Glutamate Transporter 2 

(VGluT2) 
Guinea-Pig 1:2000 Chemicon; MAB5504 

Vesicular Glutamate Transporter 3 

(VGluT3) 
Guinea-Pig 1:2000 Merck; AB5421-I 

Cre Recombinase Guinea-Pig 1:500 Synaptic Systems; 257004 

Somatostatin (SST) Rat 1:200 Chemicon/Merck; MAB354 

Caspase-3 Rabbit 1:500 
Cell Signalling Technology; 

9661 

LIM Homeobox 6 (Lhx6) Mouse 1:300 
Santa Cruz Biotechnology; 

SC271433 
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Table 3: Secondary and Tertiary Antibodies 

Primary Antibody Host Target – 

Fluorescence Excitation 

Wavelength/Biotin 

Host 
Concentration 

Used 
Vendor; Catalogue # 

Rabbit-488 Donkey 1:200 Molecular Probes; A21206 

Rabbit-555 Donkey 1:200 Molecular Probes; A31572 

Rabbit-Biotin Goat 1:200 
Vector Laboratories;  

BA-1000 

Mouse-488 Donkey 1:200 Molecular Probes; A21202 

Mouse-Cy3 Donkey 1:250 Jackson; 715-165-150 

Mouse-Biotin Horse 1:200 
Vector Laboratories;  

BA-2000 

Goat-405 Donkey 1:250 Abcam; AB175664 

Goat-488 Donkey 1:200 Molecular Probes; A11055 

Goat-555 Donkey 1:400 Molecular Probes; A21432 

Goat-647 Donkey 1:200 Thermo Fisher; A21447 

Goat-Biotin Horse 1:200 
Vector Laboratories;  

BA-9500 

Chicken-488 Goat 1:400 Molecular Probes; A11039 

Chicken-FITC Donkey 1:250 Merck Millipore; AP194F 

Rat-Cy2 Donkey 1:250 Jackson; 712-225-150 

Rat-633 Goat 1:200 Molecular Probes; A21094 

Rat-Biotin Goat 1:200 
Vector Laboratories;  

BA-9400 

Sheep-Biotin Donkey 1:200 Life Technology; A16045 

Guinea-Pig-Biotin Donkey 1:200 Jackson; 706-065-148 

Streptavidin-Cy2 - 1:200 Jackson; 012-220-084 

Streptavidin-555 - 1:200 Molecular Probes; 521381 

Streptavidin-647 - 1:200 Jackson; 012-600-084 
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6.6 Image Acquisition and Analysis 

Following immunohistochemical staining, images of stained brain slices were captured and 

analysed to visualise structures, neurons, and protein expression (Chapter 2, 3, 4).  

6.6.1 Image Capture 

Images were captured on a Nikon A1 Confocal, using Nikon Instruments Elements software. 

Images were captured at a resolution of 1024 x 1024 pixels, with a 2x line average. Factors 

such as pinhole aperture, laser power, gain, and offset were kept consistent throughout the 

imaging of a single dataset and multiple channels were always imaged in series. Images were 

either captured on a single plane or as a z-stack of images: for bouton and morphology 

reconstruction, stacks were taken 1 µm apart across the entire neuron, for Er81 expression in 

the striatum, stacks were taken of 3 images 2 µm apart. Large images of the whole striatum 

were generated via Nikon Instruments image stitching, with 10% overlap and stitching via 

blending. Images were analysed using either Fiji/ImageJ or IMARIS (Oxford Instruments).  

6.6.2 Striatal Area 

Striatal area in the Cntnap2;Lhx6-iCre; TdTomato mouse model of ASD compared to Lhx6-iCre; 

TdTomato controls (Chapter 5) was measured to test brain size across developmental stages. This 

was determined by tracing the outline of the striatum from rostro-caudally matched images, 

taken at low magnification to visualise the entire striatum, at P0, 4, 6, and 10. The traced shape 

was confirmed by the striatal outline shown in the Allen Brain Atlas (atlas.brain-map.org). 

These values were averaged over the striata from both hemispheres at similar rostro-caudal 

positions within each animal.   

6.6.3 Cell Counting 

Cell number was determined via various methods, dependent on the nature of the structure 

being analysed and the marker used to identify cells. Cholinergic interneurons (CINs), which 

were sparsely present, were counted using a threshold based particle analysis in Fiji/ImageJ 

(Chapter 3; ChAT-Cre;RCE and Er81fl/fl;ChAT-Cre;RCE). Briefly, ChAT-Cre dependent GFP 

expression localised to CINs was separated by applying a binary threshold. To this, the ‘Analyse 

Particles’ tool identified cells and automatically counted them. Lhx6-Cre dependent 

TdTomato+ cells in the adult striatum were counted manually, using the ‘Count’ tool in 

Fiji/ImageJ and their density extrapolated (Chapter 3; Lhx6-iCre;TdTomato and Er81fl/fl;Lhx6-

iCre;TdTomato).  
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Pet-Cre dependent GFP expressing cells in the Dorsal Raphe Nucleus (DRN) were also 

manually counted (Chapter 4; Pet-Cre;RCE and Er81fl/fl;Pet-Cre;RCE), due to the high density 

of cells. The number of cells was quantified across three rostro-caudal bregma points, based on 

anatomical characteristics identified from the Allen Brain Atlas (atlas.brain-map.org) and 

Paxinos Mouse Brain Atlas (Paxinos and Franklin 2001).  

Lhx6-Cre dependent TdTomato+ cells were counted across developmental stages (Chapter 4; 

Lhx6-iCre;TdTomato and Cntnap2-/-;Lhx6-iCre;TdTomato) using an automated macro10, as 

described in Ahmed et al. (2023) (see Appendix C). Caspase-3 expressing cells in the striatum 

were visually identified and manually counted using the ‘Count’ tool in Fiji/ImageJ (Chapter 

4; Lhx6-iCre;TdTomato and Cntnap2-/-;Lhx6-iCre;TdTomato). 

6.6.4 Analysis of Protein Expression 

6.6.4.1 Er81 Expression 

Images for Er81 protein analysis were taken at 40x or 60x magnification. Protein expression 

analysis was done using a Fiji/ImageJ macro written specifically for this analysis (Appendix 

F). Briefly, thresholding was performed on the cell marker channel (i.e. GFP, TdTomato), and 

the expression of Er81 measured within cells identified upon masking and particle analysis. 

Nuclear versus cytoplasmic expression was determined via a secondary threshold and mask 

upon the DAPI channel. Er81 expression was normalised to background fluorescence (Er81 

expression divided by background fluorescence), which was taken as the average of three 

regions determined to have no cells present. Relative expression was compared for a clearly 

positive, low positive, and negative cell to determine the positive-negative threshold value, 

which was relative for each dataset (threshold = 2.3 in Chapter 2, 1.5 in Chapter 3).  

6.6.4.2 Other Protein Analyses  

The analysis of Choline Acetyltransferase (ChAT) and Lhx6 protein expression (Chapter 4; 

Lhx6-iCre;TdTomato and Cntnap2-/-;Lhx6-iCre;TdTomato) was completed semi-manually. 

Lhx6-TdTomato cells expressing ChAT were masked on the TdTomato channel, and the 

expression levels of ChAT within each cell, relative to background, was determined. This was 

done similarly for Lhx6 protein expression. ChAT cells not expressing TdTomato were 

identified and masked on the ChAT channel and ChAT expression measured relative to the 

background.  

 
10 Fiji/ImageJ macro written by Rhys Knowles 
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6.6.5 Morphological Reconstructions 

To determine neuronal morphological characteristics, neurons were visualised and imaged as 

described above (section 6.1.3, 6.1.4, 6.5, 6.6.1). Striatal CINs were identified by their 

expression of ChAT. Striatal SPNs were identified by their spiny morphology, as opposed to 

the aspiny, less common interneurons. 

Morphological quantification was done using the Surface and Filament tools in the IMARIS 

software (Figure 2). Reconstruction of the neuronal dendritic field was either done with the 

automatic component of the filament tool with the dendrite beginning point set to 15 µm and 

the end point set to 1 µm, or with the autopath and autodepth tools to semi-manually trace the 

dendrites. Following a semi-manual reconstruction (Figure 2A2), the dendrite volume was 

computed surrounding the path of manual reconstruction (Figure 2B2). Measures such as the 

dendrite length, number of branch points (Figure 2A3), and Sholl analysis were saved at this 

point.  The volume of dendritic spread was found by using the Convex Hull Xtension of 

IMARIS (Figure 2A4). A reconstruction of the neuron soma was then generated using the 

Surface tool with 0.5 surface detailing (Figure 2B2), following which, the parts of the dendrite 

filament contained within the soma surface were deleted so that the volume of the dendrite 

filament and soma surface could be measured accurately.  
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Figure 2: Morphological Reconstruction of Neurons 

Two examples of neuron morphology reconstruction using IMARIS software. A1. An example of the raw image 

of a virally labelled SPN for reconstruction (see section 2.1.4), scale: 20 µm. A2. The direct tracing of the dendritic 

field of the neuron in A1. A3. Dendrite start point (blue), branch points (pink), and terminal points (white) mapped 

onto the dendritic trace. A4. A convex hull surface covering the dendritic field, representing the volume of 

dendritic spread. B1. An example of the raw image of a striatal interneuron at P6 for reconstruction, scale: 20 µm. 

B2. Reconstructed dendritic field and soma surface, with dendrite diameter reconstruction.  
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6.6.6 Neuropil 

Neuropil density analysis was done to quantify the axonal field of CINs (Chapter 2; ChAT-

Cre;RCE and Er81fl/fl;ChAT-Cre;RCE) and serotonergic Pet-positive (Pet+) neurons (Chapter 

3; Pet-Cre;RCE and Er81fl/fl;Pet-Cre;RCE) in the striatum, as single axon reconstruction was 

not possible. Analysis was done on images not containing any neurons or obvious dendrites. 

The percentage of total analysable area in the image occupied by neuropil stained with the 

appropriate marker (ChAT-GFP or Pet-GFP) was determined automatically via a Fiji/ImageJ 

macro written specifically for this analysis (Figure 3; Appendix F).  

 

 

Figure 3: Analysis of Neuropil  

Left: Raw image example of neuropil (Pet-cre;RCE-GFP) in the striatum, scale: 50 µm. Middle: masking of 

striatal axon fibre tracts to remove from analysis area. Right: final mask of neuropil, the area of this mask was 

taken as a percentage of the total analysable area as the measure of neuropil.  

 

 

6.6.7 Bouton Analysis 

Physical inputs to neurons were visualised in Er81 conditional mutants and controls (Chapter 

2; ChAT-Cre;RCE and Er81fl/fl;ChAT-Cre;RCE; Lhx6-iCre;TdTomato and Er81fl/fl;Lhx6-

iCre;TdTomato) as axonal boutons, the aggregation of presynaptic markers contacting the 

dendrites or soma of the post-synaptic cell. Bouton analysis was done using the Surface and 

Spots tools in IMARIS (Figure 4). The neuron soma or dendrite were reconstructed using the 

surface tool with 0.5 surface detailing, and the surface area measure recorded. Boutons were 

identified and quantified depending on the marker used, as the expression pattern and strength 

of the markers were different, meaning common analysis parameters could not be used across 

all bouton subtypes. A co-localisation channel was created to identify individual boutons 

labelled with vesicular glutamate transporters (VGluT1, 2, 3); this channel was then passed by 

a threshold to filter weak co-localisations. The brightest 30% of co-localised particles 
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(determined as the threshold accurately representing stained particles) were selected as boutons. 

For other labels (PV, NPY, ChAT), the brightest 15-30% particles were selected as boutons. 

Spots further than 1.5 µm away from the neuron surface were excluded, as boutons are typically 

0.5-1 µm in diameter. Bouton density was calculated as the number of boutons divided by the 

surface area of the soma. 

 

 

Figure 4: Axonal Bouton Reconstruction 

Left: Raw image (maximum intensity projection of a z-stack) depicting a labelled neuron (CIN, grey) and stained 

axonal boutons (PV, magenta). Right: 3D IMARIS reconstruction of cell surface and boutons, scale: 5 µm. 

Adapted from Ahmed et al. (2021).  
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6.7 Electrophysiology Recordings 

To determine the functional electrophysiological properties of neurons whole cell patch-clamp 

recordings were performed in various configurations (Chapter 2: ChAT-Cre;RCE and 

Er81fl/fl;ChAT-Cre;RCE; Lhx6-iCre;TdTomato and Er81fl/fl;Lhx6-iCre;TdTomato; Chapter 3: 

Pet-Cre;RCE and Er81fl/fl;Pet-Cre;RCE; Chapter 4: Lhx6-iCre;TdTomato and Cntnap2-/-;Lhx6-

iCre;TdTomato). Both young (P6-18) and adult (P30+) mice were anaesthetised under 

isoflurane and then perfused with an ice-cold (0-4°C), oxygenated sucrose based cutting 

solution (containing (in mM): 70 sucrose, 86 NaCl, 4 KCl, 1 CaCl2, 7 MgCl2, 1 NaH2PO4, 26 

NaHCO3, and 25 glucose, saturated with 95% O2 and 5% CO2). The brain was removed and 

placed into the same solution (sucrose cutting solution maintained at 0-4°C), and 400 m 

coronal slices were cut using a Leica VT1200S vibratome. Slices were maintained at room 

temperature in an artificial cerebrospinal fluid (ACSF) solution (containing (in mM): 127 NaCl, 

2.5 KCl, 2 CaCl2, 1.298 MgSO4.7H, 0.625 NaH2PO4, 26 NaHCO3 and 13 glucose saturated 

with 95% O2 and 5% CO2) for at least 30 minutes for recovery. Slices containing fluorescent 

markers such as GFP or TdTomato were kept in the dark to preserve fluorescence.  

Slices were transferred to a chamber with flowing ACSF saturated with 95% O2 and 5% CO2 

at 34-35C. Micropipettes for recording electrodes were pulled from Borosilicate capillary 

tubes (100 mm, outer diameter 1.5 mm, filament 0.84, World Precision Instruments, 1B150F-

4) with a Narishige PC-10 pipette puller (4-7 M final pipette resistance). Cells of interest were 

located using fluorescence and/or morphological characteristics. A pipette containing either a 

potassium-gluconate (containing (in mM): 120 K-gluconate (C6H11KO7), 5 KCl, 10 HEPES, 10 

di-tris-Phosphocreatine, 4 MgCl2, 4 Na2-ATP, 0.4 Na-GTP) or caesium-gluconate (containing 

(in mM): 130 Cs-gluconate (prepared from D-Gluconic acid and Caesium Hydroxide), 13 CsCl, 

0.1 CaCl2, 10 HEPES, 1 ethylene glycol N-N tetra acetic acid (EGTA)) solution was lowered 

to the slice and the target cell. If cell labelling for post-hoc analysis was required, the internal 

solution also contained neurobiotin (1 mg/mL, Vector Laboratories, SP-1120). 

Recordings were performed using an Axon Instruments 700B amplifier with a 10 kHz low-pass 

filter, a HEKA LIH-8+8 digitiser with a sampling rate of 20 kHZ, and the WinWCP software 

(Dr John Dempster, University of Strathclyde, Scotland).  During the process of gaining access 

to a cell, a 10 mV test pulse was applied to the pipette in voltage clamp configuration to monitor 

pipette resistance. Outward pressure was applied to the pipette whilst in the bath and descending 

to avoid blockage. The pipette was considered close enough to the target cell when pipette 

resistance increased and/or a dimple was visible in the cell surface. The pressure in the pipette 
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was released to form a strong seal with the cell membrane (≥1000 M in resistance). The cell 

membrane attached to the pipette was then broken with sharp inward pressure. Access 

resistance was monitored throughout the recording. 

6.7.1 Current Clamp Recordings 

Current clamp recordings were performed to record intrinsic properties and action potential 

(AP) kinetics (Chapter 2, 3, 4). Resting membrane potential (RMP, Vrest) was recorded when 

the cell was given no holding current input (0 pA). Spontaneous/tonic firing was recorded at 

this point as well. All other recordings were performed with the cell held at -60 mV (cholinergic 

interneurons) or -70 mV (parvalbumin interneurons, serotonergic interneurons). Incremental 

current steps, beginning from a hyperpolarising pulse (generally beginning at -50 pA, with a 25 

pA incremental step), were applied to elicit APs and halted once the depolarisation firing block 

was reached. Cells that were not spontaneously active were also stimulated with 1 pA steps 

close to threshold to determine the rheobase (the smallest amount of current required to elicit 

an AP response in a cell). Some cell types were also stimulated with a current ramp (0-250 pA), 

as another measure of the rheobase.  

6.7.2 Voltage Clamp Recordings 

Voltage clamp recordings to record spontaneous post-synaptic currents were performed in all 

cells (Chapter 2, 3, 4). Cells were held at -60 mV (the chloride reversal potential, calculated 

from internal and external solution concentrations via Nernst equation) to record excitatory post 

synaptic glutamatergic currents (EPSCs), then held at -80 - -90 mV to record both glutamatergic 

and inhibitory GABA-ergic currents (IPSCs). To then separate excitatory and inhibitory 

currents, the cell was held at -30 mV for inward EPSCs and outward IPSCs.  

To record specific receptor mediated post-synaptic currents (Chapter 4), receptor blockers were 

applied in a specific sequence whilst recording with a caesium-gluconate internal to block 

potassium channels and produce more stable recordings. AMPA (α-amino-3-hydroxy-5-

methyl-4-isoxazolepropionic acid)/Kainate receptor mediated glutamatergic currents were 

recorded at a holding potential of -70 mV, after which 10 µM NBQX (2,3-dioxo-6-nitro-7-

sulfamoyl-benzo[f]quinoxaline, a blocker of AMPA receptors, Abcam, AB120046) was 

applied. The cell was then held at +10 mV to record GABAA receptor mediated IPSCs under 

NBQX, following which 10 µM Gabazine (GABA receptor blocker, Abcam, AB120042) was 

applied. The cell was finally held at +40 mV with 10 µM 4-AP (4-Aminopyridine, blocker of 
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Kv1 channels, Sigma) also applied to record NMDA (N-methyl-D-aspartate) receptor mediated 

glutamatergic currents. Currents were recorded for three minutes at each holding potential. 

6.7.3 Simultaneous Paired Recordings 

To determine whether two cells were connected, dual patch simultaneous recordings were 

performed (Chapter 2; Lhx6-iCre;TdTomato and Er81fl/fl;Lhx6-iCre;TdTomato). Protocols 

were first run to obtain voltage clamp and current clamp recordings from individual cells for 

intrinsic property analysis, followed by stimulations applied to one cell whilst responses were 

recorded in the other cell. Briefly, one cell in the pair was kept in current-clamp mode to elicit 

an action potential (AP) response with a depolarising current step, either to evoke a train of APs 

or a single AP (Figure 5). The other cell was held in voltage clamp at either -60 mV (for 

glutamatergic current responses), -80 mV (both glutamatergic and GABAergic current 

responses), or -30 mV (separation of glutamatergic and GABAergic current responses) to 

simultaneously record currents evoked by the activation of the other cell (Figure 5). Cells were 

recorded in both configurations to determine bi-directional connectivity. Pairs being tested for 

gap-junction connectivity were recorded with both cells in current-clamp mode, and a strong 

hyperpolarising current pulse (-200 pA) was applied to each cell, whilst recording any 

hyperpolarisation response in the other cell (Figure 5) (Galarreta and Hestrin 2001, Yang et al. 

2014).  

 

 

Figure 5: General Dual Patch Stimulus Protocols 

Connectivity between neurons was tested to be either gap junction mediated or synaptically mediated. Gap junction 

connectivity protocols maintained both cells in current clamp mode, stimulating both in succession. Synaptic 

connectivity protocols maintained one cell in current clamp mode (CC) and the other in voltage clamp mode (VC) 

with a holding potential of -80 mV, -60 mV, or -30 mV.  
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6.7.4 Dye Loading 

Dye loading to label surrounding cells connected via gap junctions (Chapter 2; Lhx6-

iCre;TdTomato and Er81fl/fl;Lhx6-iCre;TdTomato) was done as in Yang et al. (2014). A single 

cell was patched under potassium-gluconate internal solution containing neurobiotin, and 

intrinsic property recordings were performed. Following this, the cell was held in current clamp 

at -60 to -70 mV whilst subthreshold 100 ms depolarising rectangular pulses at 4 Hz were 

applied for 10 minutes to electrically facilitate dye diffusion. The cell was then held in voltage-

clamp at -70 mV for 20-30 minutes. The pipette was then removed from the cell. A second cell 

was patched and loaded in the contralateral hemisphere (one cell per striatum hemisphere). 

After leaving the second cell, the slice was allowed to remain in the perfusion chamber for a 

further 30 for further dye diffusion. With this method, the two patched cells per slice do indeed 

experience different diffusion times, however Yang et al. (2014) does state that increased 

diffusion time at this stage did not affect dye loading. For analysis, loaded cells were counted 

following post-hoc staining of neurobiotin expression.  

6.7.5 Slice Fixation for Immunostaining 

Slices required for post-hoc staining were marked with a small cut in the left or right cortex to 

determine the orientation of the slice (i.e. which side of the slice was recorded from). Slices 

were then placed in 4% PFA and kept gently shaking overnight to allow for fixation, after which 

they were washed in PBS three times for 30 minutes. Slices were then cryopreserved in 30% 

sucrose in PBS for staining at a later date; briefly, slices were placed in 30% sucrose in a tube, 

allowed to sink to the bottom of the tube (either over the course of 1-4 hours or overnight), 

before being flash-frozen in dry ice and stored at -80°C.  

 

6.8 Electrophysiology analysis 

All electrophysiology analysis was either completed in WinWCP or Easy Electrophysiology 

(RRID:SCR_021190).  

6.8.1 Cell Characteristics and Passive Membrane Properties 

The resting membrane potential (RMP) of cells was determined using the baseline measurement 

in Easy Electrophysiology. The input resistance and capacitance were measured from 

hyperpolarising current steps. The input resistance tool in Easy Electrophysiology was used to 

determine the Vm and Im change across negative current inputs (-50 pA and -25 pA), and the 

input resistance calculated as either the slope of a linear ordinary least squares fit if more than 
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one record was analysed, or as V/I if only one record was analysed. This was kept consistent 

within datasets. The sag ratio was also measured; calculated as the sag amplitude (the difference 

between the negative peak and the steady state hyperpolarised response) divided by the total 

pulse amplitude. To calculate capacitance, a tau value was calculated from a hyperpolarising (-

50 pA) pulse using an exponential decay fit; the capacitance was calculated as tau divided by 

the input resistance (McGuirt et al. 2021).  

6.8.2 Action Potential Characteristics 

Action potential (AP) counting was done using the Action Potential Counting analysis tool in 

Easy Electrophysiology. This detected APs based on the spike amplitude, first derivative of the 

rise and repolarisation of the AP, and the width of the spike. Spikes not detected were manually 

added, and additional events detected that were clearly not APs were manually removed. The 

number of spontaneous APs occurring at RMP and the number of APs across depolarising 

current pulses was measured to calculate the spontaneous and evoked firing rates. 

Characteristics such as the rheobase (the smallest current at which an AP occurs) and latency 

to the first spike were measured within the AP Counting tool. Similarly, spike adaptation was 

measured using the Spike Frequency Accommodation (SFA) option within the AP Counting 

tool. This was done using the divisor method, where the first inter-spike interval (ISI) is divided 

by the final ISI in the evoked spike train to generate an adaptation index. To determine the 

regularity of tonic/spontaneous firing, the coefficient of variation was calculated by dividing 

the standard deviation of all ISIs by the mean ISI.  

AP kinetics were calculated in Easy Electrophysiology with the Action Potential Kinetics 

analysis tool. Spikes were automatically detected and then manually checked for consistency 

of the placement of the measurement points (Figure 6). Measurements were automatically 

calculated for each AP and averaged across each cell.  
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Figure 6: Action potential kinetics measurements.  

A. Threshold, detected as the point of greatest inflection (mV). B. Half-width (ms). C. Rise time, 10-

90% of the AP amplitude, purple crosses (ms). D. Peak (mV). E. Decay time, blue crosses (ms). F. Fast 

and G. medium afterhyperpolarisation (mV). Adapted from the Easy Electrophysiology User Manual.  
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6.8.3 Spontaneous Post-Synaptic Current Analysis 

Currents (Chapter 3 & 4) were analysed with the event detection tool in Easy Electrophysiology 

with detection via thresholding. Currents greater than 1.5 times the background were detected 

and were filtered manually for correct kinetics (i.e. correct rise and decay properties based on 

the shape of the event, Figure 7).  

 

 

Figure 7: Current kinetics measurements.  

A. Baseline (pA). B. Half-width (ms). C. Peak (pA). D. Decay fit, with decay endpoint (pA). Rise slope 

and time were calculated as 10-90% from baseline to peak. Adapted from the Easy Electrophysiology 

User Manual.  

 

6.8.4 Synaptic Connectivity 

Paired recordings (Chapter 2) were evaluated using the curve fitting tool in Easy 

Electrophysiology. Current responses in the post-synaptic cell within a 10 ms window 

following the onset of the AP in the pre-synaptic cell were considered a true connected 

response. The success rate was recorded as the proportion of trials eliciting a current response. 

The response amplitude was measured as the amplitude of the current response relative to 

baseline preceding the stimulus.  

6.8.5 Gap Junction Connectivity 

Cells connected by gap junctions (Chapter 2) were determined by the detection of a 

hyperpolarising response in one cell to a -200 pA stimulus in the other cell. This was visually 

assessed. Once cells were considered to be gap junction connected, the coupling coefficient was 
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determined as the amplitude of the gap junction mediated response divided by the amplitude of 

the cell’s response to the -200 pA stimulus.  

6.8.6 SPA-like and GDP-like Activity (P5-7 only) 

Single cell activity recapitulating characteristics of development spontaneous network events 

were analysed to extrapolate characteristics of the developing striatal circuitry (Chapter 2). 

Synchronous plateau assemblies (SPA)-like calcium plateaus were identified as consistent 

shifts in membrane potential, that could result in AP trains. SPA-like event frequency (i.e. the 

number of events across the recording), duration (the average duration of SPA-like events), and 

amplitude (the average amplitude of SPA-like events) was measured. Spike frequency was 

analysed in SPA-like events containing spike trains. Global depolarising potential (GDP)-like 

events were classified as regularly occurring, large depolarising potentials approximately 800 

ms in duration, 1-2 s apart. These were distinguished from tonically firing cells by the 

characteristics of the depolarisation (non-AP characteristics, i.e. no threshold or 

hyperpolarisation) GDP-like event frequency and amplitude were analysed.  

 

6.9 Behavioural Tests 

To determine behavioural alterations in the novel Er81fl/fl;Pet-Cre;RCE strain, compared to Pet-

Cre;RCE controls (Chapter 3), several behavioural assays were performed on male and female 

adult mice (P50+). Tests were performed in the order listed below, and mice were sex separated 

at analysis stages.  

6.9.1 Open Field Recordings 

Open field recordings were conducted in a circular arena (39 cm in diameter). Mice were 

habituated in the room with the open field at low light for 1 hour, then placed into the arena and 

recorded for 5 minutes from above as they freely roamed. The arena was cleaned with 70% 

ethanol between mice. Tracking analysis to determine parameters such as distance travelled and 

thigmotaxis (propensity to remain near the outer edge of the arena) was done via a MATLAB 

(Mathworks) code (Zhang et al. 2020) modified for this specific open field arena11. Briefly, the 

code masks the position of the mouse based on its binary contrast to the background arena. 

Distance was calculated by measuring the difference in the mask centroid position between 

each frame (Euclidean distance), then summated for the entire recording. Thigmotaxis was 

calculated by the ratio of time spent within the periphery of the arena compared to the centre, 

 
11 MATLAB code modified by Rebekah Parkinson. 
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which was defined as an inner circle 5 cm away from the circumference (Seibenhener and 

Wooten 2015).  

6.9.2 Light-Dark Box Test  

Light-dark box tests (Bourin and Hascoet 2003) were performed in Imetronic Fear Cages 

(France). The dark box was in near darkness, and the light box was exposed to 400 lux light. 

Mice were placed into the dark box, with the door closed. The door was then opened, and the 

mouse allowed to roam freely between the rooms for 5 minutes. After the mouse completed the 

task and was removed from the chamber, the chamber was cleaned with a Virkon solution to 

remove excrement and odour cues. Time spent in each chamber within the 5 minutes was 

measured from videos or live whilst the mice were completing the task.  

6.9.3 DigiGaitTM Gait Analysis12 

The measurement of mouse gait kinematics was performed via the DigiGaitTM system (Mouse 

Specifics Inc.). Mice were placed on the DigiGaitTM treadmill and allowed to run for 1 minute 

at a speed of 20 cm/s (as in Akula et al. (2020), for testing forced gait), whilst video recordings 

from the underside of the mouse were acquired via the DigiGait imaging software. Videos were 

processed on the system’s automated software to generate several gait parameters based off the 

orientation and motion of each paw detected. Fine paw measurements were recorded, including 

paw angle (the angle between the centre of the paw and the axis of the direction in which the 

paw was moving) and overlap distance (the distance between the ipsilateral forelimb and 

hindlimb paws). The ability of the mouse to propel or brake was quantified as the duration (s) 

of the total stride and the percentage of the stride during which the paw was in contact with the 

belt. Limb drag was also used as a more specific propulsion metric; this was the mean of the 

slope between the time of full stance and the point when the paw lifts off the belt.  

6.10 Statistical Analysis 

Statistical analysis was tailored for each dataset. Datasets were tested for outliers using the 

ROUT method in GraphPad Prism (Motulsky and Brown 2006), and any confirmed outliers 

discarded.  All datasets were tested for normal Gaussian distribution using the Shapiro-Wilk 

normality test in Prism. Datasets where both comparable groups passed the normality test were 

treated with parametric tests; datasets where one or both groups failed the test were treated with 

non-parametric tests. For single variables with numerical data compared between two groups 

 
12 DigiGait tests were performed in collaboration with Rebekah Parkinson and analysed in full by Rebekah 

Parkinson. 
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(i.e. control versus knockout, with n values in each) a parametric Student’s t-test or non-

parametric Mann-Whitney test was used. For datasets with three or more groups for 

comparison, a one-way ANOVA was used. If a second variable was present (e.g. distance, 

region), with numerical data still compared between two groups, a two-way ANOVA was used. 

Post-hoc multiple comparisons were done with Bonferroni correction. Where categorical 

measures were being compared with another set of categorical measures (e.g. number of 

connected neurons versus unconnected neurons in control and knockout), the Chi-Square (χ2) 

test was used. Significance was determined below an α value of 0.05. The statistical test 

performed is assumed to be a Student’s t-test unless otherwise listed in figure legends. 

Statistical significance is denoted as: *: p < 0.05, **: p < 0.01, ***: p < 0.001. 
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Appendices 

Appendix A: Literature Review (Ahmed et al. 2019) 

 

Literature Review published in Frontiers in Molecular Neuroscience 

N. Y. Ahmed, R. Knowles and N. Dehorter (2019). "New Insights Into Cholinergic Neuron 

Diversity." Front Mol Neurosci 12: 204. 
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New Insights Into Cholinergic Neuron
Diversity
Noorya Yasmin Ahmed , Rhys Knowles and Nathalie Dehorter *

Eccles Institute of Neuroscience, John Curtin School of Medical Research, Australian National University, Canberra, ACT,
Australia

Cholinergic neurons comprise a small population of cells in the striatum but have
fundamental roles in fine tuning brain function, and in the etiology of neurological and
psychiatric disorders such as Parkinson’s disease (PD) or schizophrenia. The process
of developmental cell specification underlying neuronal identity and function is an
area of great current interest. There has been significant progress in identifying the
developmental origins, commonalities in molecular markers, and physiological properties
of the cholinergic neurons. Currently, we are aware of a number of key factors that
promote cholinergic fate during development. However, the extent of cholinergic cell
diversity is still largely underestimated. New insights into the biological basis of their
specification indicate that cholinergic neurons may be far more diverse than previously
thought. This review article, highlights the physiological features and the synaptic
properties that segregate cholinergic cell subtypes. It provides an accurate picture of
cholinergic cell diversity underlying their organization and function in neuronal networks.
This review article, also discusses current challenges in deciphering the logic of the
cholinergic cell heterogeneity that plays a fundamental role in the control of neural
processes in health and disease.

Keywords: interneurons, acetylcholine, diversity, striatum, development

INTRODUCTION

Cholinergic neurons are highly integral for fine tuning brain function (for review, see Bonsi
et al., 2011) and maintaining the excitation-inhibition balance within neural circuits (Zhou et al.,
2017). Although cholinergic neurons are distributed in various discrete regions, they can project
to almost all parts of the brain (Dautan et al., 2016). These cells release acetylcholine (ACh),
which plays a crucial role in the regulation of sensory function (Minces et al., 2017; for review,
see Ballinger et al., 2016), and actions (Bradfield et al., 2013; Markowitz et al., 2018). ACh also
attunes motivation (Marche et al., 2017), behavioral flexibility (Aoki et al., 2015, 2018; Okada
et al., 2018), and associative learning (Atallah et al., 2014; for review, see Yamanaka et al., 2018).
A major population is found in the striatum, which contains the highest levels of ACh in the
brain (Macintosh, 1941; for review, see Lim et al., 2014). Cholinergic neurons are also found
in the basal forebrain, which is classically segregated into four main regions: the Medial Septal
Nucleus (MSN), the vertical and horizontal limbs of the Diagonal Band of Broca (DB), and the
Nucleus Basalis (NB) of Meynert. Within the brainstem, cholinergic neurons are found in the
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pedunculopontine nucleus (PPN) and the laterodorsal
tegmentum (for review, see Mesulam et al., 1983). In addition
to these groups, smaller cholinergic populations are located in
the medial habenula (López et al., 2019), parabigeminal nucleus
(Mufson et al., 1986), cerebral cortex (von Engelhardt et al.,
2007), hypothalamus (Jeong et al., 2016), and olfactory bulb
(Krosnowski et al., 2012).

It has been shown that changes in the activity of striatal
cholinergic interneurons (CINs) play a critical role in motor
control (Bordia et al., 2016), as well as behavioral flexibility
(Okada et al., 2014), memory (Albert-Gascó et al., 2017),
and social behavior (Martos et al., 2017). Alterations to the
cholinergic system can lead to severe dysfunction of neuronal
circuits (Figure 1A). For example, cholinergic neuron loss
from the forebrain causes cognitive deficits associated with
Parkinson’s (PD; for review, see Pepeu and Grazia Giovannini,
2017) and Alzheimer’s Disease (AD; for review, see Hampel
et al., 2018). In the striatum, a decrease in cholinergic markers
is a phenotypic consequence of Parkinson’s (Maurice et al.,
2015; Ztaou et al., 2016) and Huntington’s diseases (HD; Smith
et al., 2006). Cholinergic neuron populations are also linked
to neuropsychiatric and neurodevelopmental pathologies. For
instance, the activity of CINs through the expression and
function of the hyperpolarization-activated cyclic nucleotide-
gated channel 2 (HCN2) is decreased in the Nucleus Accumbens
(NAc) in stress and depression (Cheng et al., 2019). There is
also an established link between the cholinergic system and
autism spectrum disorders, whereby autism is associated with
decreased cholinergic tone and reduced neurite arborization
(Nagy et al., 2017). Genetic alterations of the choline transporter
cause attention deficit hyperactivity disorder (ADHD) and result
in the promotion of ACh synthesis (English et al., 2009).
Moreover, elevating ACh levels can relieve cognitive and social
symptoms in a mouse model of autism (Karvat and Kimchi,
2014). Aberrant cholinergic signaling has also been reported in
schizophrenia (for review, see Terry, 2008; Higley and Picciotto,
2014). However, there is still much debate over the mechanisms
underlying cholinergic dysfunction in this disease (for review,
see Hyde and Crook, 2001; Scarr et al., 2013). Considering that
cholinergic dysfunction is associated with a diverse group of
diseases, it is important to understand the functional intricacies
of these cells.

Complex and dense cholinergic innervation is achieved in
the brain from two categories of cholinergic neurons: the
CINs—which synapse locally within a brain structure, and
projecting cholinergic neurons—which send their axons to other
structures (for review, see Allaway and Machold, 2017). CINs
are present in a number of structures where they are important
for local modulation. For example, cortical CINs, known
for their expression of Vasoactive Intestinal Peptide (VIP),
comprise approximately 12% of cortical inhibitory neurons
(von Engelhardt et al., 2007; for review, see Rudy et al., 2011).
They are primarily bi-tufted and found in layer 2/3 of the cortex
(von Engelhardt et al., 2007). However, bipolar and multipolar
CINs are also present and populate lower cortical layers
(Li et al., 2018). On the contrary, striatal CINs are much larger,
with extensive axonal fields (for review, see Lim et al., 2014)

FIGURE 1 | General populations of cholinergic neurons and alterations in
disease. (A) Pathologies associated with cholinergic alteration. (B) Three
major populations of cholinergic neurons in the brain. Basal forebrain neurons
project to higher structures (blue); striatal interneurons project locally
throughout the striatum (red); cortical interneurons co-expressing Vasoactive
Intestinal Peptide (VIP) and Choline Acetyltransferase (ChAT) project within
cortical layers (green). (C) Common properties of cholinergic neurons: aspiny
dendrites and a large soma; expression of ChAT, Acetylcholine Esterase
(AChE), Vesicular Acetylcholine Transporter (VAChT) expression; tonic firing
patterns with a distinct pause in vivo, and a sag in membrane voltage (arrow)
in response to hyperpolarizing current (scale: 100 pA).

to control the output of the striatal projection neurons (SPNs).
Projecting cholinergic neurons are found in the basal forebrain,
hypothalamus and medial habenula (Li et al., 2018) and send
long-range axonal projections to various cortical and subcortical
regions (Figure 1B). Moreover, cholinergic neurons found in the
PPN project to the basal ganglia, thalamus, and hypothalamus
(for review, see Mena-Segovia and Bolam, 2017; French and
Muthusamy, 2018).

In addition to their different projection patterns, cholinergic
neurons can also be characterized by their firing properties. PPN
cholinergic neurons display phasic and short-latency responses
and provide a fast and transient response to sensory events
(Petzold et al., 2015), whereas CINs of the striatum switch from
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tonic firing to a transient pause (Figure 1C; Shimo and Hikosaka,
2001; Atallah et al., 2014). CINs precisely control striatal output
(Goldberg and Reynolds, 2011; Faust et al., 2015; Zucca et al.,
2018) by inhibiting the firing of SPNs via neuropeptide-Y
expressing inhibitory interneurons (English et al., 2011). They
also drive spontaneous activation of SPNs via muscarinic
(Mamaligas and Ford, 2016) and glutamatergic transmission
(Higley et al., 2011). The spontaneous firing patterns of striatal
CINs are sculpted by the widely studied delayed rectifier
(IKr) and hyperpolarized activated current (Ih; Oswald et al.,
2009). Calcium-dependent potassium conductances also give rise
to prominent afterhyperpolarizations, and striatal CIN firing
includes two periodic patterns: single spiking and rhythmic
bursting (Bennett et al., 2000; Goldberg and Wilson, 2005;
Figure 1C).

In addition to physiological characteristics, cholinergic
neurons share genetic commonalities. The expression of
choline acetyl-transferase (ChAT) and acetylcholine esterase
(AChE) are markers of all cholinergic neurons, as they
are involved in the synthesis and degradation of ACh
respectively (Taylor and Brown, 1999). During development,
they express common transcription factors that are conserved
across neuronal populations. For instance, the homeobox-
encoding Nkx2.1 transcription factor is expressed in many
sites of neurogenesis within the developing brain such as the
Medial Ganglionic Eminence (MGE), preoptic area (POA), septal
neuroepithelium (SE). It has been shown that most cholinergic
neurons arise from Nkx2.1+ progenitors (for review, see Allaway
and Machold, 2017), and that cells expressing Nkx2.1 that
upregulate the LIM homeobox transcription factors Islet-1 (Isl1)
and Lhx8 become cholinergic (Zhao et al., 2003; Cho et al.,
2014). As these transcription factors are expressed early during
development, their co-expression is likely to be one of the
earliest traits of cholinergic fated neurons (Fragkouli et al., 2009).
Moreover, a loss of Nkx2.1 expression during development halts
the maturation and specification of cholinergic cells (Sussel et al.,
1999; Du et al., 2008).

Developmental cell specification is an area of great current
interest for uncovering how neurons are able to integrate
information in a highly complex neural circuit (Tasic et al.,
2018; for review, see Fishell and Heintz, 2013). The interplay
between the expression of specific genetic factors and neuronal
activity are essential contributors to the establishment of cell
identity (Dehorter et al., 2015; Jabaudon, 2017) and function (for
review, see Yap and Greenberg, 2018). Therefore, the concept of
specification leads to diversity among neuronal populations and
acts as an important foundation for circuit formation and overall
brain function (for review, see Breunig et al., 2011; Dehorter
et al., 2017; Wamsley and Fishell, 2017). The cholinergic cell
population was believed to be relatively homogenous, despite
spanning across various brain regions. However, recent studies
have shed light on the diversity within these populations,
and the importance of cholinergic subpopulations for brain
function. This review article highlights developmental origins of
cholinergic neurons and explores recent evidence for genetic,
morphological, and electrophysiological diversity of the CINs of
the striatum.

GENETIC DIVERSITY OF CHOLINERGIC
INTERNEURONS

Cholinergic Cell Diversity Arises From
Their Developmental Origin
It is reasonable to expect that cholinergic neurons in a
single structure would originate and migrate from a single
developmental zone. However, VIP-positive interneurons in
the cortex are the only cholinergic population thought to
originate from a single developmental proliferative zone, the
caudal ganglionic eminence (CGE; Vogt et al., 2014). Cholinergic
neurons within a single structure can arise from multiple
developmental origins (Nóbrega-Pereira et al., 2010), and
conversely, these proliferative areas can also give rise to
cholinergic neurons fated to multiple structures in the brain
(Marin et al., 2000; Pombero et al., 2011; Magno et al., 2017;
Figure 2A). Most basal forebrain cholinergic neurons originate
from the MGE, POA (for review, see Ballinger et al., 2016),
and SE (Magno et al., 2017). Furthermore, subsets of neurons
in the diagonal band and NB originate from the ventral area
of the pallial telencephalon (pallium), which is located adjacent
to the pallium/subpallium border (Pombero et al., 2011; Ceci
et al., 2012; Figure 2A). Similarly, striatal CINs originate from
the MGE and POA (Marin et al., 2000; Fragkouli et al., 2009),
as well as the SE (Magno et al., 2017). Therefore, to fully
appreciate the diversity within cholinergic populations, their
developmental origins must be considered. However, as many
progenitor regions have genetically defined sub-domains (Flames
et al., 2007), neurons originating in the same region may display
further genetic diversity.

Cholinergic Cell Diversity Is Controlled by
Genetic Factors
Combinatorial gene expression during early developmental
stages can translate to diversity within the mature striatum
(Flames et al., 2007). For example, the Dbx1 transcription factor
defines a sub-domain of the POA which gives rise to a subset of
cholinergic striatal interneurons (Gelman et al., 2011). Similarly,
fibroblast growth factor 8 (Fgf8) and fibroblast growth factor 17
(Fgf17) expressing progenitors in the ventral MGE and ventral
SE give rise to individual subsets of CINs in the striatum (Hoch
et al., 2015a).

A number of studies have also investigated the effect of gene
expression on cholinergic cell specification and identity. The
transcription factors Lhx8 and Isl1 drive cholinergic identity in
MGE/POA-derived neurons that are fated to populate the basal
forebrain and striatum (Zhao et al., 2003; Cho et al., 2014).
The ablation of either of these genes results in a loss of most
cholinergic neurons in the NB, diagonal band and septum (Zhao
et al., 2003; Mori et al., 2004; Elshatory and Gan, 2008; Cho
et al., 2014). Moreover, it has been shown that Isl1 is required for
the specification of a subset of Nkx2.1+/Lhx8+ interneurons, as
Isl1 ablation leads to a∼40% of the Nkx2.1-expressing cells in the
striatum (Cho et al., 2014). This partial loss of cholinergic cells
suggests that the basal forebrain and striatal neuroepithelium
contain Lhx8/Isl1-independent cholinergic fated cells. While the
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FIGURE 2 | Developmental diversity in cholinergic neurons. (A) Cholinergic
neurons are derived from different embryonic structures. Proliferative zones of
an E13.5 mouse brain embryo: Pallium (Pl), Medial Ganglionic Eminence
(MGE), Lateral Ganglionic Eminence (LGE), Septal Epithelium (SE), Preoptic
Area (POA), and Caudal Ganglionic Eminence (CGE) give rise to cholinergic
neurons of different nuclei: Striatum (Str), Cerebral Cortex (Ctx), Nucleus
Accumbens (NAc), and the Basal Forebrain: Nucleus Basalis (NB), Medial
Septal Nucleus (MSN), Diagonal Band (DB). (B) Genetic diversity in
cholinergic interneurons (CINs) in the striatum. Subsets of CINs express Zic4
(blue) and originate from the SE, and Lhx6 (red) and originate from the MGE.
Gbx2 is expressed in almost all CINs and preferentially controls development
of late-born CINs in the dorsomedial striatum (DMS), but not in early-born
CINs in the dorsolateral striatum (DLS). MGE-derived Fgf8 (green) and Fgf17
(purple), and POA-derived Dbx1 (orange) mark three subgroups defined by
genetic expression and reliant on developmental origin, but do not account
for the entire CIN population (gray).

basal forebrain is divided into different nuclei, striatal CINs
are spread throughout the striatum and were long considered
as a single homogeneous population. However, studies into
specific genetic factors have shown the diverse origins of
CINs in the striatum. For instance, the expression of the
transcription factor Zic4 in the SE defines septal cholinergic
neurons but also 50% of the striatal CINs, which migrate from
the SE (Magno et al., 2017). On the other hand, expression
of the Otx2 transcription factor regulates the development of
cholinergic neurons derived from the MGE and POA, and the
specific ablation of the Otx2 gene from the Nkx2.1 domain results
in a loss of some cholinergic neurons of the basal ganglia (Hoch
et al., 2015b). It was previously thought that striatal cholinergic

cell identity was exclusively defined by the upregulation of
Lhx8 and coordinated downregulation of Lhx6 transcription
factor (Fragkouli et al., 2009; Lopes et al., 2012), a developmental
marker of MGE-derived striatal interneurons (Liodis et al., 2007).
However, a subset of CINs was recently found to maintain
Lhx6 expression alongside cholinergic markers, resulting in
Lhx6 positive (53%) and negative (47%) populations in the
striatum (Lozovaya et al., 2018). In addition, a proportion of
striatal neurons express the Er81 transcription factor (Dehorter
et al., 2015), and these are likely to also be derivatives of
Er81-positive progenitor domains from the MGE/POA (Flames
et al., 2007).

Another factor to consider to fully appreciate cholinergic
cell specification is that during development, neurons acquire
different identities according to their time of birth (Kao and
Lee, 2010). CINs of the striatum are among the earliest
cells born (between E12 and E15) along the caudal-rostral
gradient respectively (Semba et al., 1988). Early- and late-
born CINs migrate at different time points (Marin et al.,
2000) and populate lateral and medial regions of the striatum,
respectively (Chen et al., 2010). The Gbx2 transcription factor
is implicated in the distinction between these early- and late-
born cells and is expressed in almost all CINs. The absence
of Gbx2 almost entirely ablates the late-born population (Chen
et al., 2010; Figure 2B), and thus may also mark a cholinergic
subpopulation in the striatum. These studies demonstrate the
presence of diverse genetic patterning during development
that is required for the control of cholinergic cell identity.
The interactions and overlaying domains of these subgroups
has yet to be determined; we are unaware whether they
are discrete cholinergic populations or if they arise from
combinatorial gene expression that leads to further diversity. In
addition, our understanding of the developmental mechanisms
behind the regulation of these crucial genetic factors is
still limited.

Advances in Technology Point to Even
More Genetic Diversity Within Populations
Than First Imagined
An important advancement has been the introduction of
single-cell sequencing of neuronal populations to identify
patterns of genetic expression (Liu et al., 2018; Zeisel et al.,
2018). Using this technique, a number of studies have found
substantial genetic diversity among cholinergic neuron
populations. For example, the neurochemical patterning of
hypothalamic cholinergic neurons in the arcuate nucleus is
heterogeneous. These cells show clustering of certain genes
coding for POMC-derived peptides, enzymes responsible for the
synthesis and release of GABA, glutamate and catecholamines.
This heterogeneity has been proposed to be linked to the function
of the arcuate nucleus in regulating feeding behavior. Indeed
a subset of these cholinergic neurons was found to express
leptin and insulin receptors alongside their downstream targets,
indicating their specificity (Jeong et al., 2016). In addition,
cortical VIP cholinergic neurons also appear genetically diverse
when analyzed on a single-cell basis (Zeisel et al., 2015;
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Tasic et al., 2016). Striatal CINs present diverse genetic
patterning and this even extends to cholinergic markers.
Individual CINs express different levels of ChAT and choline
transporters, such as vesicular acetylcholine transporter
(VAChT) and the high-affinity choline transporter (ChT;
Muñoz-Manchado et al., 2018). Such genetic variation points to
subsequent functional heterogeneity.

GENETIC DIVERSITY MAY LEAD TO
FUNCTIONAL SUBGROUPS IN
CHOLINERGIC NEURON POPULATIONS

Genetic diversity in cholinergic populations has consequential
influences on their functional properties and integration within
neuronal networks. For instance, there is documented diversity
in cholinergic striatal activity, with higher levels of CIN baseline
activity in the dorsomedial part compared to the ventrolateral
part of the striatum (Figure 3A). The presence of a gradient of the
phosphorylated ribosomal protein S6 (p-rpS6), a specific marker
of cholinergic activity across the striatum (Matamales et al.,
2016; Bertran-Gonzalez et al., 2012), suggests that the regulation
of striatal output via cholinergic cell activity is heterogeneous
within the structure. Several characteristics contribute to the
functional features of cholinergic neurons.

Cholinergic Neurons Are Segregated Into
Morphological Subgroups
A number of studies have found evidence for morphological
diversity among cholinergic neurons in the brain. In addition
to diversity between interneurons and projection neurons in
different structures (Figure 1C), diversity within a single
population or structure has also been found. For instance,
olfactory bulb CINs in the mitral and plexiform cell layers
can be segregated into three subsets: locally projecting, bipolar
projecting, and non-bipolar projecting (Krosnowski et al., 2012).
Similarly, VIP/ChAT-expressing cortical interneurons are also
categorized into different morphological subtypes: bipolar, bi-
tufted, and multipolar interneurons (Li et al., 2018). However,
there is no established genetic or functional correlation for
the diversity in these structures. In the striatum, some studies
have described a relationship between molecular expression
and morphological characteristics in CINs (Figure 3A). In
particular, the absence of Gbx2 expression leads to abnormal
neurite outgrowth and an increase in the complexity of the
dendritic field of CINs (Chen et al., 2010). A correlation
between the expression of the Lhx6 transcription factor and CINs
morphology has also been recently reported (Lozovaya et al.,
2018). The Lhx6-negative CINs present a more complex and
vast dendritic arborization, compared to the Lhx6-expressing
which are dual cholinergic/GABAergic interneurons (CGINs;
Figure 3A). These examples of morphological diversity in
cholinergic neurons indicate possible heterogeneity in their
connectivity and the role they play within the local and
distant circuitry.

FIGURE 3 | Functional diversity of cholinergic neurons. (A) There is a
gradient of baseline activity in striatal CINs along the DMS to ventrolateral
(VLS) axis (modified from Matamales et al., 2016 with permission). (B) Two
subsets of striatal CINs show morphological and electrophysiological
differences. GABAergic CINs (GCIN) have smaller dendritic fields and slower
firing rates than purely cholinergic CINs (adapted from Lozovaya et al., 2018
with permission). (C) Basal forebrain cholinergic neurons (CNs) have diverse
projection targets and can be grouped into four major categories with
subcategories based on collateral targets (adapted from Li et al., 2018
with permission).
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Electrophysiological Properties
Differentiate Cholinergic Cell Subtypes
Another critical aspect of circuit integration and formation
during development is the electrophysiological properties of
cholinergic neurons. In addition to their molecular and
morphological characteristics, several cholinergic cell subtypes
have been sorted in various brain structures based on their
electrophysiological properties. For instance, basal forebrain
cholinergic projection neurons are segregated into two subtypes,
early firing and late firing (Unal et al., 2012). The early firing
neurons (70%) are more excitable, as well as adaptive and
susceptible to a depolarization block. The late firing neurons
(30%), whilst less excitable, are able to maintain tonic firing at
lower frequencies. As the basal forebrain is made up of four
main regions, the functional diversity can be partly attributed
to neuron location. For example, cholinergic neurons in the
NB have properties consistent with early firing neurons (López-
Hernández et al., 2017) whereas cholinergic neurons in the
medial septal region have been found to display low frequency
spiking properties (Simon et al., 2006).

Cholinergic neurons in the PPN are also functionally diverse
and have been categorized into four groups. This is based
on the neurons having low threshold spiking, a transient
outward potassium current (known as A-current), both of these
properties, or none. In addition, it has also been found that
cells with A-current can be either early or late firing (Baksa
et al., 2019). The diversity in functional properties of cholinergic
neurons is important as they are tonically firing and thus
different characteristics could lead to different ACh release
patterns, altering circuit activity.

In local cholinergic circuitry, the cortical bipolar
VIP+/ChAT+ interneurons have been characterized as mostly
tonically firing with little to no adaptation, with a subset
(approximately 12%) of stuttered firing neurons (von Engelhardt
et al., 2007). Similarly, striatal CINs have also been found to show
diversity in their functional properties (Lozovaya et al., 2018).
CGINs have a higher sag amplitude following a hyperpolarizing
current, a lower frequency of spontaneous tonic firing, and a
more prominent pause response than the CINs. This functional
cell diversity implies a fine control of information processing
from cholinergic neuron subtypes.

Heterogeneity in Connectivity Underlies
Cholinergic Neuron Diversity
Cholinergic neurons have the ability to modulate the activity of
other neurons, therefore, facilitating higher-order processing in
numerous nuclei (for review, see Teles-Grilo Ruivo and Mellor,
2013). Their specific and extensive pattern of connectivity is
fundamental to their role, yet is different between different
populations. The cholinergic projection neurons in the basal
forebrain innervate various cortical and subcortical regions.
Their organization into subgroups is defined by the cortical
region that they target (Zaborszky et al., 2015); whereas the
heterogeneity of their outputs is reciprocated in the inputs
they received from different areas (Zheng et al., 2018; for
review, see Záborszky et al., 2018). It was recently found that

the connectivity pattern of cholinergic neurons can be even
more complex. For example, within a single region of the
basal forebrain, cholinergic neurons can be segregated by their
main target region as well as the target locations of their
collaterals (Li et al., 2018; Figure 3C). However, we still do
not have a full understanding of the intricacies that underpin
this system.

It is known that the cortical and thalamic innervation of
the striatum follows an approximate topographical gradient,
whereby the dorsomedial striatum (DMS) and dorsolateral
striatum (DLS) receive inputs from different cortical, thalamic,
and brainstem regions (McGeorge and Faull, 1989; Berendse
et al., 1992; Bolam et al., 2000; Dautan et al., 2014; Assous
et al., 2019). In addition, the dorsal striatum receives more
excitatory innervation than the ventral striatum (Assous et al.,
2019), indicating that neuronal activity in these regions may
be modulated differently. These trends may also extend to
influencing CINs, as they receive afferents from the cortex and
thalamus (Doig et al., 2014; Klug et al., 2018). DMS CINs have
higher levels of activity than those in the DLS (Matamales et al.,
2016; Figure 3A).

In addition, a pathway from the PPN to the striatum has
been reported, and interestingly consists of cholinergic and
glutamatergic afferents that target striatal CINs (Dautan et al.,
2014, 2016; Assous et al., 2019). Similarly, inputs from the
parafascicular nucleus to the striatum form a topographic map
and have also been shown to target CINs (Mandelbaum et al.,
2019). Whilst extra-striatal sources of innervation onto CINs
have been determined, whether they differently target and
influence CIN subtypes is not known.

Striatal CINs are also heavily innervated by the local striatal
network. They receive various inhibitory inputs from GABAergic
neuron types (English et al., 2011; Straub et al., 2016), as well as
the projecting SPNs (for review, see Abudukeyoumu et al., 2019).
Moreover, CINs receive dense synaptic inputs from other CINs,
forming microcircuitry that then modulates the overall striatal
output via dense innervation of the spiny projection neurons
(English et al., 2011; Straub et al., 2016; Abudukeyoumu et al.,
2019). CINs virtually target all cells within the striatum (for
review, see Lim et al., 2014). They primarily send connections
to neuropeptide Y-expressing interneurons, projection neurons,
weak inputs to parvalbumin-expressing interneurons (English
et al., 2011; Straub et al., 2016) and likely target tyrosine
hydroxylase-expressing interneurons (for review, see Tepper
et al., 2018). The assortment of inputs and outputs of CINs may
be reliant on their diverse identity. In conclusion, this aspect of
striatal network connectivity is yet to be investigated and must be
taken into account for future studies of the connectivity pattern
of cholinergic cell subtypes.

Despite cholinergic neurons being primarily characterized
by their release of Ach, there is a great deal of evidence
supporting that some cell subtypes have the ability to co-release
different neurotransmitters. For instance, cholinergic neurons
from the basal forebrain (Takács et al., 2018) and the medial
septum co-release gamma-Aminobutyric acid (GABA) and ACh
(Desikan et al., 2018) and express synthesis enzymes for both
neurotransmitters (Saunders et al., 2015; Granger et al., 2016).
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GABAergic identity has also been reported in cortical CINs
through their co-expression of glutamic acid decarboxylase
(GAD) and cholinergic marker ChAT (von Engelhardt et al.,
2007), as expected due to their initial characterization as
inhibitory interneurons. Striatal CINs with GABAergic identity
defined by Lhx6 expression co-release GABA alongside ACh
(Lozovaya et al., 2018). On the other hand, the expression of
a vesicular glutamate transporter VGluT3 has been shown in
cholinergic axon terminals in the striatum (Gras et al., 2008;
Higley et al., 2011; Nelson et al., 2014), implying the potential for
co-release of Glutamate and ACh in all striatal CINs. If co-release
mechanisms are shown to have a functional influence, they must
be regulated to maintain normal circuit activity and may have a
role in pathology.

DISCUSSION

Cholinergic Cell Diversity Is Established
During Development
To understand the organizational logic of cholinergic neurons in
circuitry, it is necessary to decipher the biological basis of their
cellular diversity. As we have reviewed, the genetic, spatial, and
temporal framework of cholinergic cell development provides a
foundation for discovering and classifying subpopulations. There
have been challenges to the exploration of cell specification
due to technological limitations, however, the development
of new techniques in the field of molecular genetics (single-
cell RNA sequencing, patch-sequencing, optogenetics, and
pharmacogenetics) has enabled the exposure of hidden neuronal
diversity within cholinergic populations (Fuzik et al., 2016; Liu
et al., 2018; Muñoz-Manchado et al., 2018).

It is well understood that the maturation of neuronal circuits
requires tightly controlled gene expression cascades (Dehorter
et al., 2012; Novak et al., 2013). The function and co-expression
pattern of different markers that segregate cholinergic cell
populations remain ambiguous. In particular, the role of Er81
(Dehorter et al., 2015) and Zic4 proteins (Magno et al., 2017)
in striatal-fated CINs are currently unknown (Figure 2B).
Cholinergic cell diversity is a consequence of different embryonic
origins and exposure to transcriptional programs during
maturation. As we have outlined, seemingly uniform populations
of cholinergic neurons having common properties can be
derived from multiple embryonic structures (Figure 2A), with
unique chemical and morphological traits arising at distinct
time points during development. It is likely that chemically,
spatially and temporally-restricted domains give rise to unique
neuronal populations. Since MGE-derived neurons are generated
at different embryonic stages (Mi et al., 2018; Sandberg et al.,
2018) and CINs proliferate along a caudal-rostral axis (Semba
et al., 1988), future research may reveal which proliferation
domains generate cholinergic cell subtypes. Subsequent to
proliferation, cells use different migratory pathways that require
the expression of specific receptors to detect chemoattractive
and chemorepulsive cues (Wichterle et al., 2003; Gelman et al.,
2012; Villar-Cerviño et al., 2015; Touzot et al., 2016). Therefore,
development of cholinergic neurons that requires the accurate

modulation of distinct transcriptional programs needs to be
further investigated.

As the complex mechanisms behind neuronal development
continue to be revealed, the vital role of activity-dependent
processes is central to our understanding. These processes
seem to be present throughout the developing brain, however,
the transcriptional programs appear to be unique to specific
neuronal cell-types (for review, see Dehorter et al., 2017;
Yap and Greenberg, 2018). Similar mechanisms are also
present in adulthood, modulating the output of neuronal
circuitry (Dehorter et al., 2015). If we consider this in context
of recently discovered striatal cholinergic subpopulations
(Magno et al., 2017; Lozovaya et al., 2018), it is possible
that different activity-induced processes tune cholinergic
activity in specific ways (Krishnaswamy and Cooper, 2009),
delineating further subtypes. However, research into the
activity-dependent homeostatic specification of cholinergic
neurons are, to the best of our knowledge, very limited
(Borodinsky et al., 2004). As a result, studies into this field
promise to highlight the fundamental mechanisms of cholinergic
cell function.

Functional Complexity of Neuronal
Networks Depends on Cholinergic Cell
Diversity
Complex neuronal networks are necessary for higher-order
processing and require various cell types and connections. We
must consider that genetically-diverse CINs may fit into the
striatal network in unique ways. For instance, Lhx6-positive
and negative CINs in the striatum display functional differences
(Lozovaya et al., 2018). Although they share several major
common intrinsic membrane properties, Lhx6-positive CINs
display higher sag amplitudes in response to hyperpolarizing
pulses than Lhx6-negative CINs, lower spontaneous spiking
frequency, and smaller dendritic arbors (Figure 3B). Therefore,
there is the possibility that they form different connections, and
integrate differently in the network.

The striatum has neurochemically diverse regions that
are formed during development and may contribute to the
formation of subnetworks. The striosome and matrix regions
are three-dimensional, interlocked structures constituting
neurochemically and morphologically distinct domains, which
emerge during development and also have an important role
in the mature striatum (Hagimoto et al., 2017; for review, see
Brimblecombe and Cragg, 2017). Evidence has shown that
early-born striatal cells migrate to striosomes and connect
preferentially with limbic circuits, whereas late-born cells
populate the matrix and receive dominant input from the
neocortex (Crittenden et al., 2017; Hamasaki and Goto, 2019).
In addition, CIN dendritic fields preferentially occupy the
matrix compartments, alongside higher levels of cholinergic
markers, suggesting that cholinergic neurons development is
also dependent on the striosome-matrix structure (Crittenden
et al., 2017). However, the correlation between CIN diversity
and the compartmentalized structure of the striatum remains to
be explored.
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As we have described, cholinergic neurons can present
different morphological and electrophysiological properties
(Figure 1B). They are known to innervate other structures with
different patterns of connectivity (Li et al., 2018; Figure 3C),
and also receive inputs from various structures and cell types
(for review, see Lim et al., 2014). It is thus crucial to determine
whether cholinergic cell subtypes exhibit different morphological
features (i.e., axonal and dendritic fields) or innervation
patterns to ultimately fully characterize their involvement in
various microcircuits.

Cholinergic transmission can mediate disparate actions
via integration of postsynaptic signals (Calabresi et al., 2000).
It is necessary to consider the function and distribution of
postsynaptic receptors that are scattered across various cells
and receptors with different signaling capacities that can be
co-expressed in the same cell type. Increased understanding of
the specific neuron types responsive to ACh and their functional
connectivity is necessary to obtain a phenomenological
understanding of neuromodulation and behavior both at
the cellular and circuit levels. Interplay between ACh and
other neurotransmitters are central for basal ganglia function
(for review, see Bonsi et al., 2011), and ACh-dopamine (DA)
coupling has been extensively studied, as their reciprocal
interaction largely contributes to the control of the striatal
output. For example, DA has a fundamental role in the striatum
(Tritsch et al., 2012; for review, see Cools, 2011), as it controls
the pause in CIN firing (Zhang et al., 2018), both in the
medial and lateral areas. There are regional differences in the
dopaminergic control of striatal CINs. It has been described
that the pause of these cells in the DLS is shorter than in
the DMS, via a mechanism of DA-glutamate co-transmission
(Chuhma et al., 2018). Moreover, activation of glutamatergic
receptors by cortical and thalamic inputs might lead to distinct
integration strategies from CINs subtypes in the striatum
(Kosillo et al., 2016).

CINs are fundamental to the integration of somatosensory
information and motor-related signals (for review, see Robbe,
2018). There is a functional dissociation between the DMS,
which is responsible for goal-directed actions, and the DLS,
supporting procedural learning such as habit formation (Okada
et al., 2018). There are also differences in the sensitivity of
tonically active neurons to rewarding events between dorsal and
ventral striatum (Marche et al., 2017). Determining whether
responses of cholinergic cell types vary is an interesting topic for
future studies utilizing in vivo optogenetics, calcium imaging or
electrophysiological approaches.

Our understanding of the role of cholinergic subpopulations
within pathological conditions is currently limited, however, a

study reported unique roles of striatal CINs and GABA/ACh
co-expressing striatal interneurons (CGINs; Figure 3B) in
PD (Lozovaya et al., 2018). It shows that DA deprivation
specifically strengthens CGIN-CGIN network and abolishes both
GABAergic inhibition and pause response in CGINs. Future
studies should focus on distinguishing between the different
cholinergic subpopulations on the basis of their embryonic
origin, molecular profile and connectivity, when analyzing
cholinergic network dysfunction in disease conditions.

CONCLUSION

Despite significant research into cholinergic neurons, the
recent discovery of diverse subpopulations has reinforced
the notion that our understanding of these cells remains
incomplete. In this review, we have combined the current
literature surrounding cholinergic neurons in the brain with
a specific focus on the newfound diversity within cholinergic
population of the striatum. Whereas similarities between
cholinergic populations predicated that neurons were relatively
functionally homogenous, studies show genetic, morphological
and electrophysiological properties in striatal cholinergic
subpopulations. This diversity likely underpins their specific
function in normal and pathological conditions. Future studies
into cholinergic cell subpopulations aiming at understanding
their development, morphology and activity are necessary to
ultimately determine the implications of this new-found cell
diversity in health and disease.
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Er81 Transcription Factor Fine-Tunes Striatal Cholinergic
Interneuron Activity and Drives Habit Formation

Noorya Yasmin Ahmed,p Yadollah Ranjbar-Slamloo,p Alice Shaam Al Abed, Lingxiao Gao, Yovina Sontani,
Alexandre RCom-H’cheo-Gauthier, Ehsan Arabzadeh, and Nathalie Dehorter
Eccles Institute of Neuroscience, John Curtin School of Medical Research, Australian National University, Canberra, Australian Capital Territory
2601, Australia

The molecular mechanisms tuning cholinergic interneuron (CIN) activity, although crucial for striatal function and behavior,
remain largely unexplored. Previous studies report that the Etv1/Er81 transcription factor is vital for regulating neuronal
maturation and activity. While Er81 is known to be expressed in the striatum during development, its specific role in defin-
ing CIN properties and the resulting consequences on striatal function is unknown. We report here that Er81 is expressed in
CINs and its specific ablation leads to prominent changes in their molecular, morphologic, and electrophysiological features.
In particular, the lack of Er81 amplifies intrinsic delayed-rectifier and hyperpolarization-activated currents, which subse-
quently alters the tonic and phasic activity of CINs. We further reveal that Er81 expression is required for normal CIN pause
and time-locked responses to sensorimotor inputs in awake mice. Overall, this study uncovers a new cell type-specific control
of CIN function in the striatum which drives habit formation in adult male mice.

Key words: interneuron; tuning; striatum; activity; habit

Significance Statement

Although previous studies have shown that cholinergic interneurons drive striatal activity and habit formation, the underlying
molecular mechanisms controlling their function are unknown. Here we reveal that key cholinergic interneuron physiological
properties are controlled by Er81, a transcription factor regulating neuronal activity and development in a cell-specific man-
ner. Moreover, our findings uncover a link between the Er81-dependent molecular control of cholinergic interneuron function
and habit formation in mice. These insights will contribute to the future enhancement of our understanding of disorders that
involve behavioral inflexibility, such as autism and addiction.

Introduction
Cholinergic interneurons (CINs) constitute only 1%-2% of all
striatal neurons but are the main source of acetylcholine in the
striatum and play a crucial role in regulating habitual behavior
(Aoki et al., 2018). As the specific timing of CIN firing could be
essential for habit regulation, it is crucial to understand how
fine-tuned CIN activity contributes to striatal function. Unique
morphological and electrophysiological features (Lim et al.,

2014) underpin CIN function in controlling the striatal output
neurons (Mamaligas and Ford, 2016; Gritton et al., 2019). CINs
fire tonically and display phasic responses to stimuli, which con-
sist of pauses preceded by a transient rise and followed by a
“rebound” of CIN activity (Apicella, 2017). The pause in CIN fir-
ing is fundamental for striatal processing of information and
behavior (Zucca et al., 2018). The tonic and phasic activity of
CINs is governed by both synaptic inputs and the intrinsic
inward (Z. Zhao et al., 2016) and delayed rectifier currents
(Wilson and Goldberg, 2006), referred to as Ih and IsAHP, respec-
tively. In particular, pause expression is mediated by the slow
Kv7-dependent potassium current IKr in response to excitatory
inputs and is regulated by dopamine (Straub et al., 2014; Zhang
et al., 2018) and GABA (Lozovaya et al., 2018). The role of mo-
lecular factors in regulating the pause of CINs and in controlling
the acquisition of these properties during maturation remains
unexplored.

Recent findings suggest that developmental differentiation fac-
tors induce some degree of functional diversity among CINs, thus
enabling them to acquire unique properties (Ahmed et al., 2019).
Notably, the LIM homeodomain transcription factor Lhx6, which
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is required for GABAergic interneuron specification, segregates a
subtype of GABAergic CIN with distinct functional properties
(Lozovaya et al., 2018). The ETS transcription factor Etv1/Er81
plays specific roles in maturation (Abe et al., 2011; Ding et al.,
2016), identity (Cave et al., 2010), and the establishment of synap-
tic connections (Arber et al., 2000; Hippenmeyer et al., 2005).
Er81 also regulates cell excitability by controlling the expression of
a potassium channel subunit in adult cortical interneurons
(Dehorter et al., 2015). In the striatum, it is expressed in subclasses
of interneurons (Mi et al., 2018; Nóbrega-Pereira et al., 2008), but
its specific cellular distribution and function in CINs are
unknown. We hypothesized that Er81 plays a fundamental role in
determining key features of maturing striatal CINs and in control-
ling their function. Using molecular, electrophysiological, and be-
havioral approaches, we reveal that the Er81 transcription factor is
necessary to set major functional properties of CINs. We unravel
its role as a key contributing factor for pause expression, regula-
tion of striatal activity, and habitual behavior.

Materials and Methods
Mice. We generated Er811/1; ChAT-Cre (control; ChAT: choline

acetyltransferase) and Er81flox/flox; ChAT-Cre (Er81 conditional KO
[cKO]) mice by crossing Er81flox/flox mice (generous gift by Prof Marin at
the MRC, London) with ChAT-Cremice (#006410 ChAT-IRES-Cre from
The Jackson Laboratory). We also generated Er811/1; ChAT-Cre; RCE-
GFP (control) and Er81flox/flox; ChAT-Cre; RCE-GFP (Er81 cKO) mice by
crossing Er811/1; ChAT-Cre or Er81flox/flox; ChAT-Cre with Er811/1;
RCE-GFP or Er81flox/flox; RCE-GFP (kindly supplied by Prof Marin at the
MRC, London). We used the Er811/1; Nkx2.1-CreER; RCE-GFP (con-
trol) and Er81flox/flox; Nkx2.1-Cre; RCE-GFP (Er81 cKO) mice for the
analysis of the CIN morphology. Lhx6-Cre; RCE-GFP mice were used to
analyze Er81 expression regarding the Lhx6 phenotype of CINs. All
experiments were conducted with approval from the Australian National
University Animal Experimentation Ethics Committee (protocol numbers
A 2016/14, A2018/43, and A2018/66). All efforts were made to minimize
suffering and reduce the number of animals. Only male mice were used in
this study.

In vitro electrophysiological recordings. We used Er811/1; ChAT-
Cre; RCE-GFP (control) and Er81flox/flox; ChAT-Cre; RCE-GFP (Er81mu-
tant) mice at P6-7 or P30-P60 for slice electrophysiology experiments.
Mice were deeply anesthetized with isoflurane and perfused with ice-
cold oxygenated, ACSF containing the following (in mM): 248 sucrose, 3
KCl, 0.5 CaCl2, 4 MgCl2, 1.25 NaH2PO4, 26 NaHCO3, and 1 glucose, sat-
urated with 95% O2 and 5% CO2. The animals were then decapitated,
and brain was removed and placed in ice cold oxygenated sucrose-based
cutting solution. Sagittal slices of 400mm were cut using a VT1200S
vibratome (Leica Microsystems). Slices were then maintained at room
temperature in ACSF containing the following (in mM): 124 NaCl, 3
KCl, 2 CaCl2, 1 MgCl2, 1.25 NaH2PO4, 26 NaHCO3, and 10 glucose satu-
rated with 95% O2 and 5% CO2. For patch-clamp recordings in whole-
cell configuration, slices were transferred to a chamber and continuously
superfused with ACSF at 34°C. GFP-expressing cholinergic cells located
in the dorsal striatum were visualized by infrared-differential interfer-
ence optics with a 40� water-immersion objective. For targeting GFP
expressing neurons, slices were illuminated by blue light through the
objective. Microelectrodes (4-6 MV) were pulled from borosilicate glass
(1.5 mm outer diameter � 0.86 inner diameter) using a vertical P10
puller (Narishige).

For voltage-clamp recordings, a cesium gluconate-based intracellular
solution was used containing the following (in mM): 120 Cs-gluconate,
13 CsCl, 1 CaCl2, 10 HEPES, and 10 EGTA (pH 7.2-7.4, 275-285
mOsm). We used the cesium-gluconate solution to measure spontane-
ous and miniature GABAA currents at the reversal potential for glutama-
tergic (10mV) events and glutamatergic currents at�60mV. For current-
clamp recordings, we used a potassium-gluconate-based intracellular solu-
tion containing the following (in mM): 140 K-gluconate, 10 HEPES, 2

NaCl, 4 KCl, 4 ATP, and 0.4 GTP. Neurobiotin (2-5mg/ml) was added
for postrecording immunocytochemistry. Electrophysiological signals
were low-pass filtered online at 10 kHz with a Multiclamp 700B
(Molecular Devices) amplifier and acquired at a 20 kHz sampling rate
with a LIH 81 8 (HEKA) data acquisition board and WinWCP software
(created by John Dempster, University of Strathclyde). Circuit capacitance
was corrected after gigaseal formation. Series resistance and liquid junc-
tion potential were not corrected. Cell-attached spikes were recorded for
at least 60 s, after gigaseal formation in voltage-clamp mode. Following
break-in, the test pulse was monitored for a few seconds to ensure a stable,
low access resistance (Ra, 20 MX). In whole-cell configuration, spontane-
ous firing of the CINs was recorded for 60 s and then a current pulse of
200pA was delivered for 3 s to obtain slow afterhyperpolarization
(sAHP). An additional 60 s of spontaneous activity was recorded following
the pulse. Then, a current-steps protocol (�200pA to 225pA, 25pA steps,
3 s duration and 7 s intervals) was applied to obtain membrane properties
and excitability of the cells. In voltage-clamp mode, membrane potential
was held at �60mV. Hyperpolarizing voltage pulses (�120mV to
�70mV, 10mV steps, 3 s duration and 7 s intervals) were applied to mea-
sure Ih. To measure delayed rectifier or IsAHP currents, depolarizing volt-
age pulses were applied (�50mV to �20mV, 10mV steps, 3 s duration
and 7 s intervals). To measure postsynaptic currents (PSCs), the voltage
was held at �60mV for EPSCs or 10mV for IPSCs. PSC rise and decay
times were calculated as the intervals between 20% and 100% of the PSC
peak before and after the peak, respectively.

Electrophysiological data were analyzed in MATLAB using custom-
written codes. Spontaneous action potential (AP) before the first current
pulse was taken to examine tonic activity of CINs. Threshold was
detected based on the positive peaks occurring .10mV/ms in the first
derivative of the membrane potential trace. The AP width was defined as
the interval between the first and second threshold crossings. The AHP
amplitude and its peak delay were obtained at the minimum potential
relative to the AP threshold within a 200ms interval after the second
threshold crossing of the AP. To plot the grand average APs, the traces
were aligned to the AP threshold. A biexponential function was fit to the
AHP to calculate rise and decay time constants. To characterize mem-
brane potential dynamics following depolarization, APs were removed
by linearly interpolating from 30ms before the AP threshold to 100ms
after second threshold crossing point of the AP. The early component of
sAHP was calculated by averaging 1 s of the Vm following the offset of
the current pulse, and the late component was averaged from 1.5 to 4.5 s
after the pulse offset, relative to the resting membrane potential. To plot
the grand average trace of membrane potentials, the traces of the cells
were aligned to the resting membrane potential. Input resistance (Rin)
was calculated at the minimum of the voltage response (Vmin to
�200 pA pulse) before the sag in Vm appeared. Sag ratio was calculated
based on the following formula: Sag ratio = (Vmin – Vsteady)/(Vmin –
Vrest), where Vmin was the minimum of the voltage during the pulse,
Vsteady was the average of membrane potential at 2.5-3 s after the onset
of the current pulse, and Vrest was the medium of the membrane poten-
tial within 500ms preceding the onset of the current pulse. APs were
converted to 0 and 1 arrays based on their peak time and then averaged
across neurons in 40 ms bins and smoothed with a 40ms window to
obtain instantaneous AP rates (see Figs. 2B, 3C). AP rate was calculated
as the average over the pulse (see Fig. 2C). Statistical tests on the instan-
taneous firing rates were applied on intervals where the effect was con-
sistently maintained. Adaptation index was calculated as the range of the
interspike intervals divided by their minimum.

In voltage-clamp mode, hyperpolarizing and depolarizing voltage
pulses were delivered to characterize inward rectifier (Ih) and delayed
rectifier (IsAHP) currents, respectively. To calculate IsAHP (tail current),
the current at 4-5 s following the offset of the voltage step was subtracted
and a 4 s window following the offset was averaged across time. Ih was
quantified by subtracting the positive peak of the current and then aver-
aging from this peak to up to 2.9 s. Postsynaptic currents were isolated
using a manual threshold and applying principal component analysis in
MATLAB.

In vivo recordings. Adult Er81f/f; ChAT-Cre and Er811/1; ChAT-Cre
mice (P60-P80) were used for in vivo extracellular array recordings.
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Animals were kept in individual cages and provided with ad libitum
food and water. Before the surgical operation, anesthesia was induced by
3% isoflurane and the head was mounted on a stereotaxic device
(Stoelting). Local anesthetic was applied to the scalp (Lignocaine, Lmx4)
and eye gel (Viscotears from Novartis) to both eyes. The skull was
exposed and cleared from fascia. A thin layer of tissue adhesive
(Vetbond; 3M) was applied on the skull. A custom-made head bar was
then glued to the skull and secured by dental cement. The cement was
applied all over the skull, except the area of intended craniotomy, which
was filled with silicon sealant (Kwik-Kast, WPI) at the end of the surgery.
Animals were injected with 5mg/kg of carprofen and 0.86 ml/kg of peni-
cillin (intraperitoneal injections) and placed on a warm heating pad to
recover from anesthesia. The animals were returned to their home cage
and allowed 6 d of recovery from surgery. Then the mice were head-fixed
for three sessions of 15-90min over 3 d to habituate. On the following
day, the mice were anesthetized with 3% isoflurane and two small cra-
niotomies (,1 mm in diameter) were drilled (0.0-0.4 mm from bregma,
2.5 mm lateral) on both sides; and the dura was left intact, and the crani-
otomy was filled with silicon sealant. The first recording session started
at least 3 h after the recovery from anesthesia. The recording probe was
moved down to a depth of;1.2 mm (distance of the tip from the dura)
followed by ;0.1-0.2 mm advancement after each recording, with an
active search for tonically active neurons when advancing the electrodes.
This was repeated up to a depth of;4 mm. In the second recording ses-
sion (24 h later), the opposite craniotomy was used for recording.

At the end of second recording session, the mice were perfused trans-
cardially and the brain was removed for histologic verification.

To obtain sensory driven responses in striatum, a bilateral train of air
puffs (10 pulses of 200ms/cycle) was applied to the whisker arrays dur-
ing each recording using a Pico spritzer (Parker Instruments) device.
The pressure was adjusted to generate visible movements of the whiskers
allowing the puffers to be placed in front of the animal, out of the reach
of the whiskers. The puff train was repeated every 10 s for 20 trials per
recording. Electrophysiological data were acquired using 32 channel
NeuroNexus double linear arrays (A1x32-Poly2-10 mm-50s-177,
NeuroNexus) coupled with CerePlex Direct data acquisition system
(BlackRock Microsystems). A high-speed imaging system (Mikrotron)
was used to film the top view of the head at 250 frame/s during electro-
physiological acquisition.

The depth of recording at each electrode site was calculated using the
probe guidelines (A1x32-Poly2-10mm-50s-177). The whole span of re-
cording depth for individual channels across animals was 0.37-4.20 mm.
Based on histology data, we estimated the boundary between cortex and
striatum to be at;2 mm. We limited our analysis of striatal cells to 2.0-
3.0 mm of depth. Cells were sorted and analyzed using custom written
codes in MATLAB as follows. For every channel, 1.5ms event wave-
forms were detected at 1ms spaced peaks which exceeded 5 times root-
mean-square of the high-pass filtered signal (at 300Hz). Mean spike
rates across trials were smoothed by a 16.7ms averaging window. The
width of the average spike waveforms of each cell was calculated at half-
amplitude to exclude 10% widest sorted waveforms from control and
Er81 cKO conditions. For classification of different cell types, putative
FS cells defined by a narrow spike waveform (maximum width =
0.475ms) (Dorst et al., 2020) were discarded alongside artifacts by
excluding the narrowest 20%. Spiny projection neurons (SPNs) and CIN
were both defined by wider waveforms (Dorst et al., 2020). CINs were
separated from SPNs by their average spontaneous firing rate in quiet
state (with a threshold at 1Hz, to distinguish low and high spontaneous
activity) (English et al., 2011), their evoked response (i.e., the direction
of the change in firing rate during 2 s of air puff stimulation compared
with the spontaneous activity) and the proportion of long ISIs (i.e.,.
ISI. 2 s, PropISI), as described by Benhamou et al. (2014). CINs typi-
cally respond to sensorimotor inputs (Benhamou et al., 2014; Gritton et
al., 2019) through suppression or pause of their ongoing tonic activity
with cortical and thalamic inputs (Ding et al., 2010; Doig et al., 2014) or
with salient sensory stimuli (Aosaki et al., 1994; Apicella et al., 1997,
2009; Ravel et al., 2003; Morris et al., 2004; Thorn and Graybiel, 2014).
Moreover, CIN responses to sensorimotor inputs can also be heteroge-
neous (Benhamou et al., 2014; Gritton et al., 2019). These criteria divided

the units into four groups: (1) excited SPNs with spontaneous firing
rate, 1Hz, (2) inhibited SPNs with spontaneous firing rate, 1Hz, (3)
inhibited CINs with spontaneous firing rate� 1Hz and small propISIs
(,30%), and (4) excited CINs/other interneurons (Beatty et al., 2012)
with spontaneous firing rate� 1Hz and small propISIs (,30%). All ISIs
were computed based on the spontaneous activity (i.e., activity during
quiet states). We sorted the data in each group based on the extent of
change in firing rate (d firing rate) during stimulus presentation (see
Fig. 6D,E). We then segregated the sorted responses into 10 equal-sized
fractions based on the total cell number in each group, to ensure that
similarly responsive neurons are considered when comparing the
changes in firing rate between the control and Er81 cKO conditions. In
order to include the head and whisker motions in the analysis,
MATLAB’s foreground detection algorithm was used to obtain a motion
index (average of the image in binary foreground images). Spike trig-
gered averaging (STA) of the motion index was then performed for each
cell and the resulting STA was normalized within the interval (�3 to 3
s). Correlations between firing rate and the air puff and motion were cal-
culated using cross-correlation analysis in MATLAB. For a smooth esti-
mation of the firing rate, spike times were convolved by a leaky
integrator function (dy=dt ¼ �y). Onsets of the air puffs were also con-
volved by the same function. The peaks of cross-correlations were cho-
sen within a62 s lag. Since there was no genotype effect on the lag of
the peak, we used the peak cross-correlation to analyze the strength of
correlations between the variables.

Immunohistochemistry. Animals were perfused transcardially with
0.01 M PBS to eliminate blood and extraneous material followed by 4%
PFA under isoflurane anesthesia. Brains were left incubated for 2-5 h in
PFA. The fixative was then removed from tissues by 3 washes in PBS.
Tissues were sectioned at 60mm using a Leica 1000S vibratome and kept
in a cryoprotective ethylene glycol solution at �20³C until processed for
immunofluorescence.

Sections were first washed and permeabilized; then nonspecific bind-
ing sites were blocked by immersing the tissue in 10% normal donkey se-
rum, 2% BSA in PBS-T for 2 h. Tissues were then stained using the
following primary antibodies overnight: mouse anti-b galactosidase
(1:1000; Promega), rabbit anti-Er81 (1:5000; generous gift from Prof
Silvia Arber; KO-validated) (Dehorter et al., 2015), chicken anti-GFP
(1:3000; Aves Lab), mouse anti-parvalbumin (PV, 1:3000; Sigma
Millipore), goat anti-ChAT (1:200; Merck), guinea pig anti-vGluT1 and
-vGluT2 (1:2000; Chemicon) and anti-vGluT3 (1:2000; Merck), mouse
anti-Lhx6 (1:X; Santa Cruz Biotechnology), rabbit anti-mgluR5 (1:50;
Alomone Labs), sheep anti-Neuropeptide Y (1:1000; Merck), rabbit anti-
KCNQ2 and anti-HCN2 (1:200; Thermo Fisher Scientific), mouse anti-
c-Fos (1:500; Santa Cruz Biotechnology) or rabbit anti-p-Ser240-244-
S6rp (1:500; Cell Signaling Technology). After 3 washes with 15min
intervals, we added anti-rabbit, anti-chicken, anti-mouse, anti-goat
Alexa-488, -555, or -647 (1:200; Invitrogen) secondary antibodies for 2-3
h or anti-guinea pig biotinylated (1:200; Jackson ImmunoResearch
Laboratories), anti-sheep biotinylated (1:200; Invitrogen) followed by
streptavidin 555 or 647 for 1. After 3 washes with 15min intervals, slices
were stain for 10min with DAPI (5 mM; Sigma Millipore), mounted on
Livingstone slides, and then covered with Mowiol (Sigma Millipore) and
coverslip (Thermo Fisher Scientific).

After patch-clamp recordings, slices were immediately fixed in 4%
PFA for 2-5 h, rinsed in PBS (3 times, 30min intervals), and kept over-
night at 4°C. The same procedure as described above was performed for
immunostaining. Images were acquired by a Nikon A1 confocal laser
scanning microscope. Stained sections of control and mutant mice were
imaged during the same imaging session; and laser power, photomulti-
plier gain, pinhole, and detection filter settings were kept constant.
Immunofluorescence signals were quantified using ImageJ or MATLAB
using routine particle analysis procedures to obtain soma or nuclear
masks. The signal within masks was normalized to the background. The
background masks were obtained by segmentation of thick fibers passing
the striatum. To quantify the percent of bGal-positive cells, the
Cartesian distances between the weighted centroids of the ChAT1 nuclei
masks and bGal masks (threshold at mean1 0.4 SD) were calculated. If
the nucleus mask was within 5mm of a bGal mask, the cell was consid-
ered as ChAT1 bGal1.
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Western blot. Brains were dissected in ACSF, and the striatum and
cortex were extracted. Tissues were placed in lysis buffer with 1%
b -mercaptoethanol (Sigma Millipore) before storage at �80°C. Total
protein was extracted using the AllPrep DNA/RNA/Protein Mini Kit
(QIAGEN, #80004) according to the manufacturer’s instructions,
including DNase treatment. The pellets were suspended in ALO buffer
and then stored at�20°C. We extracted the striatum and cortex and ho-
mogenized by handheld homogenizer, at 1:5 g/ml (50 mM Tris-HCl, pH
7.4, 0.32 M sucrose, 5 mM EDTA, 1% Triton X-100, 1% protease inhibitor
cocktail) and then stored at�80°C; 20ml of each sample was run on 8%-
16% Mini-PROTEAN TGX Stain-Free Gels (200V, 30min), transferred
to a PVDF membrane (340mA, 70min). The membrane was then
blocked (1H, 3% BSA in TBS-T), incubated overnight with primary anti-
body overnight with the guinea-pig anti-vGluT3 (Merck; 1:2000), goat
anti-ChAT (Merck; 1:500), mouse anti-Lhx6 (Santa Cruz Biotechnology;
1:500), then washed (3 washes with 5min intervals, TBS-T) before incu-
bation with HRP-conjugated secondary antibody for 2 h (Bio-Rad,
1:1000). After 3 washes with 5min intervals with TBS-T, we developed
with Clarity Western ECL Blotting Substrates (Bio-Rad). Membranes
were imaged by ChemiDoc MP System (Bio-Rad). For reprobing, blots
were stripped with harsh stripping buffer for 30 min, then reblocked and
probed b -tubulin for 1 h with the mouse anti-b -tubulin (1:1000; Sigma
Millipore). Bands were analyzed by area under curve relative to tubulin
loading controls (Image Lab software).

FACS.Mice were rapidly decapitated, and brain slices were prepared
as for electrophysiological recordings. Dorsal striatum was dissected and
placed in ACSF, in a 15 ml tube with 10 ml digestion buffer (0.5 � g
Trehalose and 10mg Pronase, 1mg DNase I, 50ml MgCl2 1 M in oxygen-
ated ACSF; Sigma Millipore) at 37°C for 30min with inversion every
10min. Tissues were allowed to settle on ice for 1min, digestion buffer
was removed, and the pellet was washed with 2 ml washing buffer (10 ml
ACSF, 0.5 � g Trehalose, 1mg DNase I, 50ml MgCl2 1 M in oxygenated
ACSF) at 4°C. To dissociate the cells, we resuspended the tissue in 1 ml
wash buffer and triturated 12-15 times with 1 ml pipette. Tubes were
placed on ice, large tissue pieces were allowed to settle, and ;500ml of
cloudy suspension containing dissociated cells was transferred to a 1.5
ml tube on ice. This process was repeated for the remaining 500ml sus-
pension with 200ml pipette 12-15 times and pooled into the 1.5 ml tubes
on ice. The last cells were removed by adding 200ml to the original tube.
The cell suspension was filtered through a 70-mm-tick mesh filter into a
snap cap tube and 200ml DAPI 5 mM was added to exclude dead cells.
FACS Melody software was used for cell sorting. Cells were collected in
350ml of lysis buffer with 1% b -mercaptoethanol before storage at�80°
C for RNA extraction.

qRT-PCR. Total RNA was extracted using the RNeasy Micro kit
(QIAGEN) according to the manufacturer’s instructions, including
DNase treatment. RNA concentration and purity were determined using
the Nanodrop spectrophotometer (Thermo Fisher Scientific). RNA was
reverse-transcribed into cDNA using SuperScriptIII First Strand
Synthesis System (Invitrogen) with random hexanucleotides according
to the manufacturer’s instructions. cDNA was analyzed using real time
qPCR, in technical triplicates using TaqManGene Expression Assay.
Reactions were performed on a MicroAmp Optical 384-Well Reaction
Plate with Bar code (Applied Biosystems). Each 10ml reaction included
5ml of TaqMan 2� Universal PCR Master Mix (Applied Biosystems),
0.5ml of TaqMan probes gene expression assay, and 4.5ml of cDNA
(5ng total). PCRs were monitored using the 7900HT real time PCR sys-
tem (Applied Biosystems). Amplification conditions were activation of
AmpErase UNG for 2min at 50°C, activation of AmpliTaq Gold
Enzyme for 10min at 95°C, followed by 40 cycles of denaturation at 95°
C for 15 s, annealing at 60°C for 1min, and extension at 60°C for 1min.
Relative quantification of mRNA level was performed using the compar-
ative cycle threshold (CT) following the manufacturer’s instructions
(ABI). Results were normalized relative to the level of GAPDH
(Mm99999915_g1 from Thermo Fisher Scientific) using 2–DDCT method.
Primers used are as follows: Gapdh (Mm99999915_g1); Er81/Etv1
(Mm00514804_m1); Lhx6 (Mm01333348_m1); Isl1 (Mm00517585_
m1); ChAT (Mm01221880_m1); Slc5a7 (Mm00452075_m1); Grm5
(Mm00690332_m1); Kcnq2 (Mm00440080_m1); Hcn2 (Mm00468538_

m1); Gad2 (Mm00484623_m1); Zic4 (Mm00657066_m1); Ache
(Mm00477274_g1); and Lhx7 (Mm00802919_m1). The changes in the
level of gene expression by age were quantified as relative mRNA expres-
sion (DCT) normalized to P30. The fold expression value of the genes of
Er81 cKO is obtained by deducting the Er81 cKO value with the average
of the control value of the same age. Two-sample t test was used for statis-
tical analysis.

Morphology and synaptic bouton analysis. Er811/1; Nkx2.1-CreER;
RCE-GFP and Er81F/F; Nkx2.1-CreER; RCE-GFP P0 mouse pups were
injected with low-titer tamoxifen (SigmaMillipore, 25ml of 10mg/ml so-
lution in corn oil, i.p.) to induce GFP expression and Er81 cKO in MGE-
derived interneurons Nkx2.1. Brains were removed after deep anesthesia
under 3%-4% isoflurane, and PBS followed by 4% PFA was transcar-
dially perfused. We then proceeded to the immunohistochemistry to
select Nkx2.1-GFP/ChAT1 interneurons. Images were acquired using a
Nikon A1 Confocal microscope and the Nikon Instruments Elements
software. Image stacks were acquired for morphologic reconstruction
with 20� objective. Images of neurons were acquired using with 60�
objective and 2� scanning zoom for bouton analysis (stacks of 20-25mm
with 1mm resolution) on the soma, proximal dendrites (,50 mm from
the soma), and distal dendrites (.90mm from the soma) (Hjorth et al.,
2020). Parameters were kept consistent across WT and cKO slices.
Morphologic quantification was done using the Surface and Filament
tools in the IMARIS software. The automatic component of the filament
tool reconstructed the dendritic field of the neuron with the dendrite be-
ginning point set to 15mm and the end point set to 1mm. The volume of
dendritic spread was found by using the Convex Hull Xtension of
IMARIS. Bouton analysis was done using the Surface and Spots tools in
IMARIS. The surface of the neuron soma or dendrite was reconstructed.
A colocalization channel was created to identify individual boutons. This
channel was then passed by a threshold to filter weak colocalizations.
The brightest 30% of colocalized particles were chosen as boutons. Spots
outside 1.5mm of the neuron surface were also excluded. Bouton density
was calculated as the number of boutons divided by the surface area of
the soma.

Behavioral task. Six-week-old ChAT-Cre; Er811/1 (control) and
ChAT-Cre; Er81flox/flox (Er81 cKO) mice were caged in standardized
room conditions under a 12:12 light: dark cycle with ad libitum food and
water. Starting 5 d before the behavioral task and throughout the train-
ing, mice were maintained under a mild water restriction (2 h ON/22 h
OFF) with ad libitum food access. Mice were then trained in an arena
(40 cm length� 27 cm width� 25 cm height) made of transparent
Plexiglas, divided into three 9 cm corridors, and placed on top of a
DigiGait apparatus (Mouse Specifics) where a camera recorded the ven-
tral view of the animal in the middle corridor. The outer corridors were
equipped with dispensers to deliver a drop of 10% sucrose in correct tri-
als. We used custom-written MATLAB programs to automatically
deliver rewards on lick detection through capacitance sensors, to moni-
tor mouse behavior and to extract the data.

At the beginning of a session, mice were placed at the starting point
of the middle corridor and had to go through one of the one-way gates
to choose between the two outer corridors. If the choice was correct, the
mouse could collect the reward automatically delivered by the dispenser.
The mouse could then go back to the start area through a second one-
way gate to start the next trial. Before acquisition, mice were habituated
to the apparatus over a period of 6 d during which they were allowed to
move freely in the maze, with both dispensers delivering the reward. To
complete the habituation session, mice had to complete 10 trials, one
trial being defined as running from the start site to one of the outer cor-
ridors, then back to the start site. If 10 trials were not completed after
40min, the session was terminated.

During the acquisition phase, each mouse was required to complete
20 trials per session and one session a day for 3 d. Only one side con-
tained the reward. The rewarding side (left or right) was homogenized
within an experimental group and balanced between groups. On day 4,
corresponding to reversal 1, the side containing the reward was switched
for each mouse. Mice were then exposed to the new side for 10 consecu-
tive sessions (day 4 to day 13). From day 14, corresponding to reversal 2,
the reward sides were switched again. Mice were tested for 3 d. After
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the training in day 14, some of the mice were removed from training
for immunohistochemistry analyses. These mice displayed similar per-
formance to those that fully completed the task (day 14: n= 5 control
and 4 Er81 cKO mice; behavior vs cFos groups: F(3,21) = 1.5 p=0.244;
one-way ANOVA; data not shown). Performance was defined as the
percentage choice of the reward side, regardless of reward collection by
the animal.

Statistical analysis. All statistical tests were conducted in MATLAB
(The MathWorks), GraphPad Prism 8, and R, except for behavior (see
below). When comparing two groups, data were passed to Shapiro–Wilk
normality test to determine suitability for a parametric test. If the data
passed this test, an independent two-tailed t test was applied; otherwise,
a Wilcoxon rank sum test was performed. Pearson’s correlation strength
(r ) and p values were computed using MATLAB’s corr function with its
inbuilt t test. p values, 0.05 were considered statistically significant. We
used one-way ANOVAs to analyze three or more groups of data. Two-
way ANOVAs were used to analyze the interactions between two inde-
pendent variables. All these tests were followed by Bonferroni’s multiple
comparisons test for pairwise comparisons when dealing with three or
more groups. A random permutation test was performed by shuffling
the STAs of the cells in the control and Er81 cKO groups to compute
95% CI and determine the statistical significance of the differences
between STAs in the control and the Er81 cKO condition. For behavior,
statistical analyses were performed with the StatView software, using
two-way ANOVA to investigate statistical significance of interaction
between repeated measures of daily performance and genotype, followed
by Bonferroni’s multiple comparisons test when appropriate. Statistical
significance of performance against chance level (50%) was analyzed
using two-tailed one-sample analyses.

Data are presented as mean 6 SEM. Exact p values are reported in
the text. Individual points in each graph represent the samples used for
the statistical analysis.

Results
Er81 is expressed in striatal cholinergic interneurons
We first analyzed the expression of the Er81 transcription factor
from birth to adulthood. We found that both mRNA (n=8 mice
per group, F(5) = 31.39, p= 7.38� 10�11, one-way ANOVA; P6
vs P30: p= 4.54� 10�9, Bonferroni’s multiple comparisons test;
Fig. 1A) and protein levels (P6; n=4 mice vs P30; n=6 mice,
t(8) = 5.10, p=9.28� 10�4, two-sample t test; Fig. 1B) signifi-
cantly drop from postnatal day 6 (P6) to P30 in the total stria-
tum. In CINs specifically, we observed a similar decrease in Er81
protein levels from P6 to P30 (P6; n= 12 mice vs P30; n= 10
mice, t(20) = 4.49, p=2.23� 10�4, two-sample t test; Fig. 1C). To
further determine the proportion of CINs expressing Er81 at any
stage during development, we utilized b -galactosidase staining,
which perdures long after being synthesized (Dehorter et al.,
2015). We found that most CINs (626 7%, n=106 cells) in the
Er81nlsLacZ/1 mice express b -galactosidase (and therefore Er81)
in the striatum, unlike cholinergic cells in the basal forebrain
(66 2%, n= 89, z=6.79 p=1.48� 10�11, Wilcoxon rank sum
test; Fig. 1D,E). As it has been shown that the LIM homeodo-
main transcription factor Lhx6 segregates GABAergic CINs
(Lozovaya et al., 2018), we next examined whether Er81 expres-
sion was based on Lhx6 segregation. We found that Er81 is
expressed in both Lhx6-positive and Lhx6-negative CINs (Fig.
1F,G), and was expressed at similar levels (Lhx61; n=154 cells,
Lhx6–; n=110 cells, 5 mice, z= 0.31, p= 0.755, Wilcoxon rank
sum test; data not shown). Thus, Er81 and Lhx6 expressions seg-
regate different subgroups of CINs. To reveal a potential role of
Er81 in CIN maturation and/or function, we specifically
removed Er81 using cKO (ChAT-Cre; Er81f/f and control mice:
ChAT-Cre; Er811/1; Fig. 2A). We did not observe any change in
cholinergic cell density within the striatum at P2 (while cells are

migrating) and P30 (when cells are established in the structure)
between control and Er81 cKO conditions, suggesting that the
specific deletion of Er81 does not affect CIN neurogenesis and
migration (P2 control; n= 4011 cells, 6 mice, P2 Er81 cKO;
n= 1050 cells, 6 mice, t(10) = 0.17, p=0.871, P30 control; n= 1084
cells, 6 mice, P30 Er81 cKO; n=1050 cells, 6 mice, t(10) = 0.28,
p= 0.784, two-sample t tests; Fig. 2B).

Cholinergic interneuron molecular and morphological
properties change in the absence of Er81
We assessed the molecular properties of the CINs related to the
presence of Er81 in the striatum. First, we quantified the percent-
age of CINs expressing Lhx6 protein (control; 496 4%, n= 213

Figure 1. Expression of Er81 in cholinergic interneurons. A, Postnatal expression of Er81
mRNA from P0 to P120 in the dorsal striatum. Data normalized to P30. Stars represent
Bonferroni’s test result. B, Er81 protein levels in P6 and P30 in the dorsal striatum quantified
by Western blot. C, Er81 protein levels in CINs of the striatum at P6 and P30. Er81 immuno-
fluorescence (IF) is normalized to the background of the images. D, Er81 expression in
ChAT1 neurons in the striatum marked with bGal at P30 (top row). Lack of Er81 expression
in ChAT1 neurons in basal forebrain (bottom row). Scale bars: 50mm; Inset, 25mm. E,
Cumulative distribution of the bGal-expressing ChAT

1 cells in the striatum and basal fore-
brain. F, Immunostaining for ChAT (blue), Lhx6 (GFP, green), and Er81 (red). Scale bar,
30mm. G, Classification of CINs into four groups based on Er81 and Lhx6 expressions.
***p, 0.001.
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cells, 5 mice, Er81 cKO; 416 7%, n= 196 cells, 5 mice, z= 0.42,
p= 0.676, Wilcoxon rank sum test; data not shown) as well as the
Lhx6 protein levels (control; 0.486 0.049 a.u., n= 213 cells, 5
mice; Er81 cKO; 0.506 0.078 a.u., n=196 cells, 5 mice, t(8) =
0.18, p= 0.858, two-sample t test; data not shown) and mRNA
levels (control; n= 5 mice, Er81 cKO; n= 6 mice, t(9) = 0.37,
p= 0.716, two-sample t test; Fig. 2C) and found that they were
not different between the control and the Er81 cKO CINs at P30.
This result reinforces the idea that striatal cholinergic population
is molecularly diverse, and that Er81 and Lhx6 expression marks
different CIN subgroups. We then analyzed other key markers to
determine the effect Er81 may have, as a transcriptional regula-
tor, on CIN GABAergic identity throughout development. We
found no change in GAD2 (glutamic acid decarboxylase 2) and
Lhx6 mRNA at P6 (Lhx6, control: n=8 mice, Er81 cKO: n= 6;
z=1.87, p= 0.061, Wilcoxon rank sum test; GAD2, control: n=6
mice, Er81 cKO; n=5 mice, t(9) = 0.43, p=0.674, two-sample t
test; data not shown). These results suggest that Er81 deletion
does not affect the GABAergic cell identity of the CINs. We then
quantified the expression of genes associated with striatal cholin-
ergic cell identity, using FACS to select GFP-expressing CINs,
followed by qPCR. We found only a select number of genes with
altered expression following Er81 ablation. At developmental
stages, only the LIM homeodomain transcription factor Islet1
(Isl1), which is necessary for CIN identity (Allaway and
Machold, 2017), displayed an increase in mRNA expression (P6;
5 mice per group, t(8) = 2.44, p= 0.040; Fig. 2C; P30; 5 mice per
group, t(8) = 0.12, p=0.906, two-sample t tests; data not shown).
Other factors, such as the LIM homeodomain transcription fac-
tor Lhx7 (Lopes et al., 2012) (P6; control; n= 9 mice, Er81 cKO;
n= 4 mice, t(11) = 0.29, p=0.780, two-sample t test; data not
shown), Zic4 (Magno et al., 2017) (P6; n=12 mice per group,
t(22) = 0.04, p=0.966, two-sample t test; data not shown), acetyl-
choline esterase Ache (P6; control; n= 11 mice; Er81 cKO; n=9
mice, t(18) = 0.190, p= 0.851, two-sample t test; data not shown),
and choline transporter Slc5a7 (P6; control; n=6 mice; Er81
cKO; n= 5 mice, t(9) = 0.16, p=0.878, two-sample t test; data not
shown) mRNA levels showed no developmental changes follow-
ing the KO. However, in adult stages, only Slc5a7 expression was
upregulated in the cKO condition (P30; control; n=5 mice, Er81
cKO; n=6 mice, t(9) = 2.40, p=0.040, two-sample t test; Fig. 2C).
The main marker of cholinergic identity, choline acetyltransfer-
ase (ChAT), displayed marked changes in expression during
maturation. ChAT mRNA and protein expressions significantly
increased in the Er81 cKO at P6 (mRNA; control; n= 10 mice,
Er81 cKO; n=9 mice; 2.036 0.19, t(17) = 4.84, p= 1.52� 10�4,
protein; control; n= 4 mice, Er81 cKO; n=5 mice, t(7) = 4.0,
p= 0.005, two-sample t test; data not shown). On the other hand,
ChAT mRNA level was lower (control; n= 3 mice, Er81 cKO;
n= 6 mice, t(7) = 4.3, p=0.004, two-sample t test; Fig. 2C) and
ChAT protein levels were unchanged at P30 in the Er81 cKO
conditions (control; n=4 mice; Er81 cKO; n= 4 mice, z= 0.14,
p= 0.886, Wilcoxon rank sum test; data not shown), indicative of
early maturation of the CINs. As Er81 incites a number of molec-
ular changes during developmental stages and in particular in
dendritogenesis (Abe et al., 2011; Willardsen et al., 2014; Ding et
al., 2016), we analyzed CIN dendritic properties and ChAT1

neuropil area. While the overall spread and the number of

Figure 2. Alterations of the CIN properties in the absence of Er81. A, ChAT1 interneurons
in P30 striatum of a control (ChAT-Cre; Er811/1, left) and an Er81 cKO (ChAT-Cre; Er81f/f,
right) mouse. Scale bar, 25mm. B, CIN density in the dorsal striatum at P2 (top) and P30
(bottom) in the Er81 cKO compared with the control condition. C, Expression of key molecular
markers of cholinergic cells in control and Er81 cKO conditions. Lhx6, LIM homeobox 6; Isl1,
Islet1; slc5a7, choline transporter; ChAT, choline acetyltransferase. D, Morphologic reconstruc-
tion of soma and dendrites of control (black) and Er81 cKO (red) CINs at P30. E, Volume of
dendritic spread in the control and the Er81 cKO CINs. F, Sholl analysis representing the com-
plexity of the dendritic field in the control and the Er81 cKO. G, Total dendritic volume in the
control and the Er81 cKO CINs. H, Number of dendritic branch points in the control and the
Er81 cKO CINs. I, Left, ChAT1 neuropil. Right, Quantification of the area occupied by ChAT1

neuropil in the striatum. J, Grand average AHP waveforms (6SEM) in the control (black)
and the Er81 cKO (red). Inset, The AP. Dashed line indicates the AP threshold. AHP delay and
amplitude were determined from individual APs. K, AHP amplitude (left) and AHP peak delay
(right) in the control and the Er81 cKO mice. Each dot represents the average AHP amplitude
per cell. L, Average membrane potential (6SEM) during and after a 200 pA current injection.
Individual traces were aligned to the resting membrane potential (dashed line). Gray shad-
ings represent early and late phases of the slow AHP. M, Average of the early (left) and the

/

late phase of the slow AHP (right) in the two conditions. *p , 0.05; **p, 0.01;
***p, 0.001.
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dendritic intersections measured by Sholl analysis were
unchanged (control; n=8 cells, 3 mice, Er81 cKO; n= 7 cells, 3
mice, spread volume: t(13) = 0.55, p= 0.591, two-sample t test;
Sholl: two-way ANOVA, F(1,13, genotype) = 2.68, p=0.126,
F(150,1950, interaction) = 0.61, p=0.999; Fig. 2D–F), the dendritic
volume and number of branch points showed a significant
reduction in the absence of Er81 (dendrite volume; t(13) = 3.18,
p=0.007, number of branch points; t(13) = 2.37, p= 0.034; Fig.
2G and H). In addition, CIN axonal projections were signifi-
cantly decreased in the Er81 cKO condition (ChAT neuropil
area; control; n=4 mice, Er81 cKO; n=3 mice, t(5) = 7.06,
p=8.8� 10�4; Fig. 2I). Together, these results show that Er81
regulates key developmental genes and the morphologic com-
plexity of the striatal CINs.

Er81 deletion in cholinergic interneurons induces an
increase in Ih and IsAHP currents
To determine how the Er81 transcription factor regulates CIN
functional properties, we performed in vitro whole-cell patch-
clamp recordings from GFP-labeled ChAT-positive (ChAT1)
neurons in control (ChAT-cre; RCE-GFP; Er811/1) and Er81
cKO mice (ChAT-Cre; RCE-GFP; Er81f/f mice). While we could
not find any correlation between the expression of Er81 and
most of the CIN basic membrane properties at P6 and P30 in
control conditions (Table 1), we did observe changes after Er81
deletion from CINs at P6 (Table 2) and P30 (Table 3). In particu-
lar, the AHP phase of the APs was altered in the Er81 cKO condi-
tion at P30, with significantly slower AHP kinetics (Table 3)
compared with the control (P30; control; n= 13 cells, 4 mice,
Er81 cKO; n= 31 cells, 4 mice, AHP amplitude; z=1.4, p=0.150,
Wilcoxon rank sum test, AHP peak delay; z=2.28, p= 0.023; Fig.
2J,K) but not at P6 (AHP amplitude; control; n=13 cells, 4 mice,
Er81 cKO; n= 10 cells, 3 mice, z=0.28, p=0.780, AHP peak

delay; z= 0.71, p= 0.476, Wilcoxon rank sum tests; data not
shown). The absence of Er81 also led to a significant amplifica-
tion of the early component of the induced sAHP, whereas the
late component amplitude was not affected by Er81 deletion (P30;
control; n=14 cells, 4 mice, Er81 cKO; n=33 cells, 4 mice; two-way
ANOVA, F(1,45, genotype) = 0.56, p=0.459, F(1,45, interaction) = 40.2,
p=9.7� 10�8, followed by Bonferroni’s multiple comparisons test;
early sAHP; p=0.003, late sAHP; p=0.126; Fig. 2L,M). Analysis of
sAHP at P6 stage did not reveal any difference between the con-
trol and the Er81 cKO conditions (control; n= 13 cells, 4 mice,
Er81 cKO; n= 9 cells, 3 mice, two-way ANOVA, F(1,20, genotype) =
0.005, p=0.944, F(1,20, interaction) = 0.011, p=0.918, followed by
Bonferroni’s multiple comparisons test; early sAHP; p. 0.999,
late sAHP; p. 0.999; data not shown). The preceding depolari-
zation was not significantly different between the two groups at
either stage (Tables 2, 3). To further analyze CIN physiological
properties, we recorded the evoked firing responses and the tail
currents responsible for sAHP (Wilson and Goldberg, 2006).
CINs exhibited less persistent evoked firing in the Er81 cKO
mice (Fig. 3A). While the control CINs maintained a high rate of
activity during stimulation, the instantaneous firing rate of the
P30 Er81 cKO cells quickly dropped (control; n=16 cells, 5 mice,
Er81 cKO; n=31 cells, 4 mice, two-way ANOVA; F(1,45, genotype) =
5.7, p=0.021, F(1,45, interaction) = 3.1, p=0.084, followed by
Bonferroni’s multiple comparison test; 0-0.1 s; p=0.470, 0.1-3 s;
p=0.008; Fig. 3B). We did not observe such a difference at P6
(control; n=16 cells, 5 mice, Er81 cKO; n=17 cells, 4 mice, two-
way ANOVA; F(1,31, genotype) = 0.87, p=0.358, F(1,31, interaction) =
0.12, p=0.728, followed by Bonferroni’s multiple comparison test;
0-0.1 s; p=0.696, 0.1-3 s; p. 0.999; data not shown).
Furthermore, the average firing rate of the CINs remained
unchanged at P6 (control; n=16 cells, 5 mice, Er81 cKO; n=17
cells, 4 mice, two-way ANOVA; F(1,31, genotype) = 0.52, p=0.477,
F(9,279, interaction) = 0.81, p=0.611; data not shown) but was consis-
tently lower in the Er81 cKO conditions for all current intensities
at P30 (control; n= 16 cells, 5 mice, Er81 cKO; n= 31 cells, 4
mice, two-way ANOVA; F(1,45, genotype) = 13.7, p=5.7� 10�4,
F(9,405, interaction) = 8.69, p= 5.7� 10�12; Fig. 3C). Together, our
results indicate that the initial responsiveness of the CINs is not
altered, but their overall excitability is reduced because of stron-
ger firing rate adaptations in the absence of Er81 at P30 (control;
n= 16 cells, 5 mice, Er81 cKO; n= 31 cells, 4 mice, two-way
ANOVA; F(1,45, genotype) = 8.6, p= 0.005, F(9,405, interaction) = 6.7,
p= 5.9� 10�9; Fig. 3D) but not at P6 (control; n=16 cells,
5 mice, Er81 cKO n=17 cells, 4 mice, two-way ANOVA;
F(1,31, genotype) = 0.43, p=0.515, F(9,279, interaction) = 0.48, p=0.884;
data not shown). It has been shown that CIN firing rate is con-
trolled by IsAHP, which is composed of a large calcium-dependent
delayed rectifier current (Wilson and Goldberg, 2006; Zhang et
al., 2018) and the cadmium-insensitive, voltage-dependent IKr
(Zhang et al., 2018). Therefore, the observed differences (Fig. 3B)
might be because of an increase in IsAHP in the Er81 cKO condi-
tions. To test this, we applied a depolarizing pulse in voltage-
clamp mode to activate IsAHP with both of its components
(Wilson and Goldberg, 2006), which was maintained for a few
seconds after the voltage pulse (Fig. 3E). We found that the
amplitude of IsAHP remains unchanged at P6 (control; n= 9
cells, 5 mice, Er81 cKO; n= 10 cells, 3 mice, two-way ANOVA;
F(1,17, genotype) = 0.16, p = 0.693, F(3,51, interaction) = 0.45,
p = 0.721; data not shown), but is significantly larger in the
Er81 cKO compared with the control CINs at P30 (control;
n= 14 cells, 3 mice, Er81 cKO; n = 22 cells, 4 mice, two-way
ANOVA; F(1,34, genotype) = 6.0, p = 0.019, F(9,405, interaction) =

Table 1. Correlation between CIN physiological parameters and the Er81
expression levels at P6 and P30a

P6 P30

rho p n rho p n

Resting membrane potential (mV) �0.533 0.113 10 0.280 0.405 11
Membrane capacitance (pF) �0.206 0.500 13 0.286 0.302 15
Membrane resistance (MV) 0.174 0.570 13 �0.327 0.234 15
AP threshold (mV) �0.712 0.021p 10 0.337 0.310 11
AP amplitude (mV) 0.303 0.395 10 0.008 0.982 11
AP rise to peak (ms) �0.377 0.283 10 �0.217 0.522 11
AP fall to threshold 0.195 0.589 10 0.102 0.766 11
AHP amplitude (mV) 0.162 0.654 10 0.137 0.688 11
AHP peak delay (ms) 0.279 0.435 10 0.280 0.405 11
AHP rise time constant (ms) 0.634 0.049p 10 �0.187 0.582 11
AHP decay time constant (ms) �0.158 0.662 10 0.029 0.932 11
Spontaneous AP rate (whole-cell) 0.683 0.029p 10 0.353 0.287 11
Spontaneous AP rate (cell-attached) 0.345 0.569 5 0.442 0.321 7
Evoked AP rate (Hz) 0.109 0.765 10 0.469 0.146 11
First AP latency (ms) 0.269 0.452 10 �0.162 0.634 11
Early sAHP amplitude (mV) �0.174 0.631 10 0.406 0.215 11
Late sAHP amplitude (mV) �0.202 0.575 10 0.437 0.179 11
AP recovery time (s) �0.332 0.382 10 �0.531 0.141 11
sEPSC frequency (Hz) �0.254 0.426 12 �0.138 0.542 22
sEPSC amplitude (pA) �0.357 0.254 12 0.067 0.767 22
sIPSC frequency (Hz) �0.257 0.445 11 �0.250 0.486 10
sIPSC amplitude (pA) �0.234 0.489 11 0.474 0.166 10
Ih (pA) 0.375 0.256 11 �0.172 0.574 13
IsAHP (pA) �0.324 0.434 8 0.633 0.251 5
aIh, Hyperpolarization-activated current; IsAHP, delayed rectifier current. pp , 0.05.
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6.7, p = 5.9� 10�9; Fig. 3F,G). In order to decipher the molec-
ular mechanisms behind this regulation, we first analyzed the
expression of previously identified IKr mediators in CINs,
such as the KCNQ2/3 hetero-tetramer channels (Zhang et al.,
2018) and the metabotropic glutamate receptor 5 (mGluR5),
which can amplify IsAHP by raising intracellular calcium con-
centration (Reiner and Levitz, 2018). We found a significant
decrease in Kcnq2 mRNA but not the channel protein levels
(mRNA; control; n = 6 mice, Er81 cKO; n = 5 mice, t(9) = 4.8,
p = 9.6� 10�4, two-sample t test, Fig. 3H; protein; control;
n = 5 mice, 260 CINs, Er81 cKO; n = 4 mice, CINs, t(7) = 1.1,
p = 0.302, two-sample t test, Fig. 3I,J). Interestingly, Grm5
mRNA levels were also decreased, whereas the mGluR5 pro-
tein level was increased in the Er81 cKO (mRNA; control;
n = 7 mice, Er81 cKO; n = 6 mice, t(11) = 4.14, p = 0.002, two-
sample t test, Fig. 3K; protein; control; n = 5 mice, 264 CINs,
Er81 cKO; n = 4 mice, 211 CINs, t(7) = 6.2, p = 4.3� 10�4, two-
sample t test, Fig. 3L,M). These results demonstrate that Er81
deletion could alter IsAHP current via elevated mGluR5 at P30.
Er81 deletion did not cause any significant change in AHPs,
IsAHP, or their associated properties at P6. We conclude that
the ablation of Er81 expression has an impact on cell matura-
tion, which leads to permanent changes in cell properties in
mature state. This is different from direct transcriptional con-
trol observed in PV interneurons (Dehorter et al., 2015).

A large inward rectifier current (Ih) is associated with a longer
pause in CIN firing and a reduction in spontaneous activity

(Wilson and Goldberg, 2006). However, despite a larger IsAHP
current in Er81 cKO condition (Fig. 2F), we saw no difference in
the AP recovery time and baseline firing rates (Table 3), suggest-
ing that the overall duration of the pause in CIN firing is unlikely
to be affected by Er81 deletion. Consistently, we also observed
that a counter current is engaged to balance CIN activity in the
absence of Er81, as the late sAHP showed no difference between
the two groups (Fig. 2L). We examined the prominent inward
rectifying Ih current that contributes to rebound activity following
hyperpolarization and the tonic firing of the CINs (Bennett et al.,
2000). While we could not see any difference between control and
Er81 cKO conditions in CINs at P6 (sag ratio: control; n=16 cells,
5 mice; Er81 cKO; n=17 cells, 4 mice; two-way ANOVA; F(1,31, ge-
notype) = 0.002, p=0.960, F(7,217, interaction) = 0.35, p=0.927;
rebound firing: two-way ANOVA, F(1,31,genotype) = 0.037, p=0.849,
F(1,31, interaction) = 0.52, p=0.475, followed by Bonferroni’s multiple
comparisons test; 3-3.23 s; p. 0.999, 3.23-5 s; p. 0.999; data
not shown), we found that both sag ratio and rebound firing
were enhanced at P30 in Er81 cKO CINs (control; n= 16 cells, 5
mice, Er81 cKO; n= 31 cells, 4 mice, sag ratio: F(1,45, genotype) =
7.1, p=0.010, F(7,315, current) = 9.5, p= 2.2� 10�4, F(7,315, interaction)
= 5.1, p=1.7� 10�5, two-way ANOVA; rebound firing: F(1,45, ge-
notype) = 2.4, p= 0.125, F(1,45, interaction) = 6.0, p=0.0178, two-way
ANOVA, followed by Bonferroni’s multiple comparisons test: 3-
3.23 s; p=1.000, 3.23-5 s; p=0.029; Fig. 4A–C). Consistently, we
found the Ih current amplitude unchanged in the Er81 cKO com-
pared with the control CINs at P6 (control; n=13 cells, 5 mice,

Table 2. Intrinsic properties of striatal CINs in the Er81 cKO and the control mice at P6

P6 Ctl n Er81 cKO nrepresent Wilcoxon rank sum test, and Statistica p

Resting membrane potential (mV) �49.186 1.03 13 �47.106 1.49 9 t(20) = 1.19 0.248
Membrane capacitance (pF) 63.066 3.76 16 63.226 4.41 17 t(31) = 0.03 0.979
Membrane resistance (MV) 209.726 13.37 16 217.196 15.24 17 t(31) = 0.37 0.716
AP threshold (mV) �37.956 1.03 13 �34.826 1.36 9 z= 1.90 0.062
AP amplitude (mV) 60.246 2.53 13 62.946 3.15 9 t(20) = 0.67 0.508
AP rise to peak (ms) 1.156 0.07 13 1.146 0.11 9 t(20) = 0.09 0.929
AP fall to threshold (ms) 3.076 0.13 13 3.146 0.24 9 z= 0.20 0.841
AHP rise time constant (ms) 3.796 0.45 13 3.286 0.44 9 t(20) = 0.77 0.449
AHP decay time constant (ms) 737.26 184.6 13 381.06 75.1 9 z = 0.67 0.504
Spontaneous AP rate (Hz, whole-cell) 1.296 0.19 13 3.346 0.50 9 t(20) = 4.32 3.3� 10�4

Spontaneous AP rate (Hz, cell-attached) 1.046 0.28 8 1.076 0.23 16 z= 0.09 0.927
First AP latency (ms) 3.796 0.21 13 3.936 0.49 9 z= 0.67 0.503
AP recovery time (s) 7.916 2.77 12 4.016 1.03 9 z= 1.31 0.189
Preceding depolarization (mV) 29.276 2.63 13 25.926 3.18 9 t(20) = 0.81 0.425
az statistics represent Wilcoxon rank sum test, and t statistics represent two-sample t test.

Table 3. Intrinsic properties of striatal CINs in the Er81 cKO and the control mice at P30

P30 Control n Er81 cKO n Statistica p

Resting membrane potential (mV) �48.206 1.32 14 �48.906 0.79 33 t(45) = 0.52 0.608
Membrane capacitance (pF) 111.816 11.85 16 121.036 8.80 31 z= 0.82 0.412
Membrane resistance (MV) 92.396 6.66 16 86.576 4.79 31 z= 0.94 0.346
AP threshold (mV) �39.146 0.81 13 �38.906 0.80 32 z= 0.14 0.890
AP amplitude (mV) 64.186 2.38 13 66.226 1.47 32 z= 1.01 0.310
AP rise to peak (ms) 0.706 0.06 13 0.686 0.03 32 z= 0.30 0.764
AP fall to threshold (ms) 2.886 0.26 13 2.716 0.13 32 t(43) = 0.66 0.512
AHP rise time constant (ms) 3.706 0.26 13 5.526 0.57 32 z= 2.09 0.037p
AHP decay time constant (ms) 257.906 30.82 13 670.886 127.88 32 z= 1.46 0.143
Spontaneous AP rate (Hz, whole-cell) 3.696 1.03 13 2.916 0.44 32 z = 0.23 0.822
Spontaneous AP rate (Hz, cell-attached) 7.096 1.72 11 5.436 0.80 16 t(25) = 0.97 0.341
First AP latency (ms) 4.986 0.90 14 4.346 0.35 33 z= 0.05 0.963
AP recovery time (s) 5.236 1.35 11 9.416 2.03 27 z= 0.71 0.479
Preceding depolarization (mV) 9.886 0.96 14 10.376 0.60 33 z= 0.00 1.000
az statistics represent Wilcoxon rank sum test, and t statistics represent two-sample t test. pp , 0.05.
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Er81 cKO; n=11 cells, 4 mice, two-way ANOVA; F(1,22, genotype) =
0.17, p=0.678, F(5,110, interaction) = 0.08, p=0.996, followed by
Bonferroni’s multiple comparisons test; p. 0.999 at all holding
potentials; data not shown) and increased at P30 (control; n=18
cells, 4 mice, Er81 cKO; n=22 cells, 4 mice, two-way ANOVA;
F(1,38, genotype) = 1.6, p=0.215, F(7,315, interaction) = 5.1, p=1.7� 10�5,
followed by Bonferroni’s multiple comparisons test; V hold =
�80mV; p=0.012; V hold = �70mV; p=0.003; Fig. 4D–F). We
next analyzed the expression of the main channel subunits underly-
ing the enhanced Ih current, that is, the hyperpolarization activated
cyclic nucleotide-gated potassium and sodium channel 1 and 2
(HCN1 and HCN2) (Z. Zhao et al., 2016). However, we did not
find any difference in the expression of either HCN2 or HCN1
between the Er81 cKO and the control CINs (Hcn2mRNA; control;
n=5 mice, Er81 cKO; n=4 mice, t(7) = 0.9, p=0.391; HCN2 pro-
tein; control; n=5 mice, 350 cells, Er81 cKO; n=4 mice, 270 cells,
t(7) = 0.9, p=0.391, two-sample t test; HCN1 protein; control; n=5
mice, 60 cells, Er81 cKO; n=4 mice, 55 cells, z=0.9, p=0.391,
Wilcoxon rank sum test; Fig. 4G–J). These results show that, rather
than a quantitative change in the channel subunits underlying Ih,
their function is likely enhanced in the absence of Er81. Together,
we demonstrate that the absence of Er81 affects the two major
intrinsic currents IsAHP and Ih in the striatal CINs, through mGluR5
upregulation.

Rewiring of cholinergic interneurons in the absence of Er81
Changes in the functional properties of CINs are likely to affect
their synaptic integration within the striatal microcircuit. To test
whether the deletion of Er81 alters CIN synaptic profile, we per-
formed in vitro patch-clamp recordings of the sEPSCs and
sIPSCs onto CINs at P6 and P30. We did not observe any signifi-
cant changes in the frequency and amplitude of sEPSCs in the
absence of Er81 at either postnatal stage (P6, control; n= 12 cells,
6 mice, Er81 cKO; n=14, 3 mice, rate; z=0.9, p=0.368,
Wilcoxon rank sum test, amplitude; t(24) = 0.5, p= 0.624, two-
sample t test, rise time; z= 0.3, p=0.777, decay time; z= 0.7,
p= 0.456, Wilcoxon rank sum tests; data not shown; P30, control;
n= 22 cells, 9 mice, Er81 cKO; n=20 cells, 4 mice, rate; z= 1.8,
p= 0.076, Wilcoxon rank sum test, amplitude; t(40) = 0.8,
p= 0.451, two-sample t test, rise time; z=1.2, p= 0.222, decay
time; z=1.1, p=0.284, Wilcoxon rank sum tests; Fig. 5A–D). As
CINs receive excitatory inputs from both the cortex and thala-
mus (Ding et al., 2010), we examined whether pathway-specific
inputs were modified in the absence of Er81. Bouton analyses
revealed no significant changes in the density of the cortical ve-
sicular glutamate transporter type 1 (vGluT1) and thalamic ve-
sicular glutamate transporter type 2 (vGluT2) positive boutons
(Doig et al., 2014) on the somas of CINs in the absence of Er81
at either postnatal stages (P30 somas; vGluT1; control; n= 15
cells, 3 mice, Er81 cKO; n= 15 cells, 3 mice, t(28) = 1.98, p=0.058,
vGluT2; control; n= 10 cells, 3 mice, Er81 cKO; n=10 cells, 3
mice, t(18) = 0.10, p=0.924, Fig. 5E–H, P6 somas; vGluT1; con-
trol; n=12 cells, 3 mice, Er81 cKO,; t(22) = 1.09, p=0.288 n=12
cells, 3 mice in each condition, vGluT2; control; n=14 cells, 3
mice, Er81 cKO=10 cells, 3 mice, t(22) = 1.05, p= 0.306, two-
sample t tests; data not shown). In addition, we found a homoge-
neous distribution of both transporters across proximal and

Figure 3. Reduced CIN excitability and enhanced delayed rectifier current IsAHP following
Er81 deletion. A, Representative responses of P30 CINs to a 150 pA positive current pulse in
the control and the Er81 cKO conditions. B, Average AP rate across all positive current pulses.
Inset, Time-expanded view of the early response. C, Average AP rate during positive current
steps. Stars represent genotype effect. D, Adaptation index as a function of the current step
amplitude. Stars represent genotype effect. E, Example trace of the putative IsAHP following a
depolarizing voltage pulse. F, Mean traces of IsAHP (6SEM) as a function of time at different
holding potentials (�50 to �20mV, 10mV steps). G, Average IsAHP as a function of the
holding potential. Stars represent genotype effect. H, Kcnq2 mRNA expression levels in the
striatum of control and Er81 cKO mice. I, Representative image of a ChAT-GFP cell (green)
stained for KCNQ2 protein (red) in control and Er81 cKO. Scale bar, 10mm. J, Average KCNQ2
protein expression levels in control and Er81 cKO CINs. K, Grm5 mRNA expression levels in
the striatum of the control and the Er81 cKO mice. L, Representative image of a ChAT-GFP

/

cell (green) stained for mGluR5 protein (red) in control and Er81 cKO. Scale bar, 10mm. M,
Average mGluR5 protein expression levels in control and Er81 cKO CINs. pp , 0.05.
ppp, 0.01. pppp, 0.001.
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distal segments of CIN dendrites in P30 WT conditions
(vGluT1: n=16 proximal, 9 distal dendrites, vGluT2: n= 13
proximal, 10 distal dendrites, 6 mice; two-way ANOVA: F(1,20,
Transporter) = 0.90, p=0.355, F(1,20, Dendrite segment) = 0.01, p=0.913,
F(1,20, Interaction) = 1.36, p=0.258; data not shown), and this was
unchanged in the KO (WT vs cKO, n=4 mice; vGluT1: n= 17
proximal dendrites, t(8) = 0.87, p=0.406; 8 distal dendrites, t(8) =
0.18, p= 0.860; vGluT2: n= 14 proximal dendrites, t(8) = 0.97,
p=0.362; 6 distal dendrites, t(8) = 0.73, p=0.487; two-sample t
tests; data not shown). Recordings of sIPSCs showed similar fre-
quency but significantly larger amplitude and decay time in the
Er81 cKO compared with the control cells at P30 (control; n= 16
cells, 4 mice, Er81 cKO; n=24 cells, 5 mice, rate; z= 0.37,
p=0.709, amplitude; z=3.55, p= 3.9� 10�4, rise time; z=0.94,
p=0.348, Wilcoxon rank sum test, decay time; t(38) = 3.70, p =
6.8� 10�4, two-sample t test; Fig. 5I–L), with no changes at P6
(control; n=12 cells, 3 mice, Er81 cKO; n= 12 cells, 3 mice, rate;
z= 0.20, p= 0.840, amplitude; z= 0.38, p=0.707, rise time; t(22) =
1.05, p= 305, decay time; z=0.26, p=0.795, Wilcoxon rank sum
tests; data not shown). Since interneurons expressing the neuro-
peptide Y (NPY1) are the principal inhibitory sources to CINs

(English et al., 2011; Szydlowski et al., 2013; Straub et al., 2016)
and PV neurons are the most common type of inhibitory inter-
neuron in the striatum, we determined whether NPY1 and PV1

bouton densities onto CINs were altered in the absence of Er81.
We observed a higher density of NPY1 boutons in the Er81 cKO
compared with control mice at P6 (control; n=14 cells, 3 mice,
Er81 cKO; n=11 cells, 3 mice, t(23) = 2.43, p=0.023, two-sample
t test; data not shown) with no change in NPY1 boutons on the
soma or dendrites at P30 (soma, control; n= 15 cells, 4 mice;
Er81 cKO; n=14 cells, 3 mice, t(27) = 0.58, p=0.567, two-sample
t tests; Fig. 5M,N; dendrites, control; n= 9 cells, 3 mice, Er81
cKO; n= 9 cells, 3 mice, t(16) = 0.46, p=0.650, two-sample t tests;
data not shown). We also found denser PV1 boutons on the
Er81 cKO CIN somas compared with controls at P30 (control;
n= 12 cells, 3 mice, Er81 cKO; n=12 cells, 3 mice, t(22) = 2.18,
p= 0.040; Fig. 5O,P), but not in dendrites (control; n=12 cells, 3
mice; Er81 cKO; n= 12 cells, 3 mice, t(22) = 0.34, p=0.738; data
not shown). As Er81 deletion affects cholinergic neuropil (Fig.
2F), we expected that CIN output to other striatal cell types
would also be altered. We found that the density of boutons
expressing the specific CIN synaptic terminal marker vGluT3

Figure 4. Increase in the Ih in CINs following Er81 deletion. A, Representative responses of P30 CINs to a negative current pulse in the control and the Er81 cKO conditions. Arrowheads indi-
cate the voltage sag. B, Average sag ratio at different current steps. Stars represent genotype effect. C, Rebound firing at the end of negative current steps. D, Example voltage-clamp trace
showing the slowly activated Ih (arrow) during a hyperpolarizing voltage pulse. E, Traces of Ih averaged across CINs at different holding potentials (�70 to �110 mV, 10 mV steps). F, Time-
averaged Ih across CINs at different holding potentials. Stars represent Bonferroni’s test result. G. Hcn2 mRNA expression levels in the striatum of control and Er81 cKO mice. H, Representative
image of a ChAT-GFP cell (green) expressing HCN2 protein in control and Er81 cKO. Scale bar, 10mm. I, Expression of HCN2 protein in the CINs of control and the Er81 cKO group. J, Expression
of HCN1 protein in the CINs of control and the Er81 cKO group. a.u.: arbitrary units. pp, 0.05. ppp, 0.01.
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(Gras et al., 2008; Higley et al., 2011; Nelson et al., 2014) was
increased at P30 (soma, control; n= 14 cells, 3 mice, Er81 cKO;
n= 15 cells, 3 mice, t(27) = 2.24, p= 0.033; Fig. 5Q,R; dendrites,
control; n=12 cells, 3 mice, Er81 cKO; n=12 cells, 3 mice, t(22) =
1.53, p=0.141, two-sample t tests; data not shown) but not at P6
(control; n=16 cells, 3 mice, Er81 cKO; n= 7 cells, 3 mice, t(21) =

0.13, p=0.899, two-sample t tests; data not shown) on neighbor
CINs in the absence of Er81. On the contrary, vGluT3 bouton
density onto NPY1 interneurons was reduced at P6 (control;
n= 17 cells, 3 mice, Er81 cKO; n=12 cells, 3 mice, t(27) = 2.47,
p= 0.020, two-sample t tests; data not shown) but not at P30
(control; n=21 cells, 4 mice, Er81 cKO; n=16 cells, 3 mice,

Figure 5. Rewiring of the CINs in the absence of Er81. A, Left, Excitatory inputs to CINs from cortex (ctx, dark blue) and thalamus (thal, light blue). Right, Average sEPSC traces of a control
and Er81 cKO CIN. B-D. Rate (B), amplitude (C), rise time (D, left), and decay time (D, right) of sEPSCs in control and Er81 cKO CINs. E, Top, Control and Er81 cKO CINs (ChAT, gray) with vesicular
glutamate transporter 1 (vGluT1, dark blue, cortical boutons). Bottom, 3D reconstruction of control and Er81 cKO CINs soma (gray) and vGluT1 boutons (spots). F, vGluT1 bouton density on con-
trol and Er81 cKO CINs. G, Control and Er81 cKO CINs (ChAT, gray) with vGluT2 boutons (light blue, thalamic boutons). Details as in E. H, vGluT2 bouton density on control and Er81 cKO CINs. I,
Left, Schematic of local inhibitory inputs to CINs from NPY1 (yellow) and PV1 (magenta) interneurons. Right, Average spontaneous sIPSC traces of a control and Er81 cKO CIN. J-L. Rate (J),
amplitude (K), rise time (L, left), and decay time (L, right) of sIPSCs in control and Er81 cKO CINs. M, Control and Er81 cKO CINs with NPY1 boutons (yellow). Details as in E. N, NPY1 bouton
density on control and Er81 cKO CINs. O, Control and Er81 cKO CINs with PV1 boutons (magenta). Details as in E. P, PV1 bouton density on control and Er81 cKO CINs. Q, Control and Er81
cKO CINs with vGluT31 boutons (green, cholinergic boutons). Details as in E. R, vGluT31 bouton density on control and Er81 cKO CINs. S, ChAT1 bouton density on NPY1 interneurons in con-
trol and Er81 cKO conditions. T, ChAT bouton density on PV1 interneurons in control and Er81 cKO conditions. Diamonds represent averages. Circles represent individual neurons. Scale bars,
5mm. pp, 0.05. ppp, 0.01. pppp, 0.001.
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z= 0.11, p= 0.915; Fig. 5S) and was significantly reduced onto
P30 PV-expressing interneurons in the Er81 cKO condition
(control; n=12 cells, 3 mice, Er81 cKO; n=12 cells, 3 mice,
t(22) = 2.29, p=0.032, two-sample t test; Fig. 5T). Overall, these
results suggest that the increase in IPSC amplitude of mature
CINs lacking Er81 is because of a stronger connection with PV
and/or CIN interneurons. Such changes in the circuitry are likely
to influence the in vivo activity of these neurons and the striatal
network.

Changes in spike timing of striatal cholinergic interneurons
alter striatal sensorimotor processing
CINs have a key role in striatal function by controlling the out-
put neurons (Mamaligas and Ford, 2016) and modulating their
GABAergic (English et al., 2011), glutamatergic (Mamaligas et
al., 2019), and dopaminergic inputs (Threlfell et al., 2012; Kosillo
et al., 2016; Brimblecombe et al., 2018). It is unknown how fine-
tuning of the CIN firing impacts sensorimotor processing. We
anticipated that alterations in CIN properties will have a crucial
impact on striatal function. To address that, we performed in
vivo multielectrode array recordings from the dorsal striatum,
which receives somatotopically organized sensory and motor
inputs from the cortex (Robbe, 2018). We coupled our record-
ings to whisker stimulation in awake adult mice (Fig. 6A), taking
advantage of the whiskers as mobile sensors to study movement-
related neuronal activities in a head-fixed configuration. In the
first step, we excluded from analysis the putative fast spiking cells
characterized by narrow spikes (Mallet et al., 2005; Lee et al.,
2017; Dorst et al., 2020) and potential artifacts (see Materials and
Methods; Fig. 6B, black). This exclusion based on waveform
resulted in 731 cells from 3 control and 732 cells from 4 Er81
cKO mice (Fig. 6B, teal). We then identified putative SPNs and
CINs by the following three criteria: spontaneous activity (,1
Hz or.1 Hz, respectively) (English et al., 2011; Sharott et al.,
2012), phasic responses to sensorimotor stimuli, as captured by
d firing rate (Inokawa et al., 2010), and the proportion of
ISIs. 2 s (PropISI .30% or, 30%, respectively; Fig. 6C, right)
(Benhamou et al., 2014). Figure 6D, E illustrates the response
profile of all recorded cells based on these segregations. Group 1
(n=267 cells in control and 366 cells in Er81 cKO mice) repre-
sents putative SPNs (pSPNs, Fig. 6D) and Group 3 (n=150 cells
in control and 111 cells in Er81 cKO mice) represents putative
CINs (pCINs; Fig. 6E). Group 2 (n=260 cells in control and 200
cells in Er81 cKO mice) and Group 4 (n= 54 cells in control and
55 cells in Er81 cKO mice) represent more heterogeneous cell
populations of pSPNs and pCINs, respectively, with other puta-
tive interneurons, such as low-threshold spiking interneurons
(Sharott et al., 2009; Beatty et al., 2012).

In the Er81 cKO mice, we found significantly larger responses
to the stimulus in Group 1 compared with the control (pSPNs;
n= 267 control cells; n= 366, Er81 cKO cells; two-way ANOVA,
F(1,623, genotype) = 138.1, p= 6.11� 10�29, F(9,623, interaction) = 35.9,
p=3.57� 10�51; Fig. 6D, top) and a weaker response in Group 2
(pSPNs and other interneurons; n= 260 control cells, Er81 cKO;
n= 200 Er81 cKO cells, two-way ANOVA, F(1,458, genotype) = 14.6,
p=1.49� 10�4, F(9,458, interaction) = 6.058, p=4.72� 10�8; Fig.
6D, bottom). In contrast, cells in Group 3 (pCINs) exhibited a
stronger inhibition/pause responses in the Er81 cKO condition,
compared with the control (n=150 control cells; n=111 Er81 cKO
cells; two-way ANOVA, F(1,255, genotype) = 70.5, p=3.26� 10�15,
F(9,255, interaction) = 5.3, p = 1.42� 10�6; Fig. 6E, top). Cells in
group 4 (pCINs and other putative interneurons) displayed
a stronger response to stimulus in the Er81 cKO compared

with the control condition (n = 54 control cells; n = 55 Er81
cKO cells; two-way ANOVA, F(1,107, genotype) = 108.4,
p = 5.95� 10�18, F(9,107, interaction) = 11.0, p = 5.18� 10�12;
Fig. 6E, bottom).

Interestingly, the quiet state firing rate was significantly
reduced in Groups 1 and 2 (pSPNs; Group 1: control;
0.276 0.018Hz, Er81 cKO; 0.206 0.013Hz, two-way ANOVA;
F(1,623 genotype) = 10.4, p= 0.001, F(9,623, interaction) = 0.9, p=0.494;
Group 2: control; 0.456 0.050, Er81 cKO; 0.346 0.020; two-way
ANOVA; F(1,458, genotype) = 22.8, p=2.44� 10�6, F(9,458, interaction) =
0.7, p=0.729; data not shown), while the quiet state firing rate of
the putative CINs was higher in the absence of Er81 (Group 3: con-
trol; 2.196 0.261Hz, Er81 cKO; 2.906 0.180Hz, two-way
ANOVA; F(1,255, genotype) = 16.4, p=6.88� 10�5, F(9,255, interaction) =
1.1, p=0.352; Group 4: control; 1.866 0.122, Er81 cKO;
2.456 0.217, two-way ANOVA; F(1,107, genotype) = 5.5, p=0.021,
F(9,107, interaction) = 0.6, p=0.799; data not shown).

These results reveal that an increase in pCIN inhibition
(Group 3) in the absence of Er81 leads to enhanced excitation of
the pSPNs (Group 1) during stimulation, and an elevated firing
rate of pCINs during quiet states (Group 3) leads to a reduced
firing rate of pSPNs (Group 1). This is consistent with the fact
that CINs are known to suppress SPN activity (English et al.,
2011; Zucca et al., 2018).

To further investigate the activity profile of these four groups,
we analyzed neuronal activity relative to the movement. As
head-fixed awake mice voluntarily move (Ranjbar-Slamloo and
Arabzadeh, 2019), striatal cell firing could be affected by move-
ment as well as the sensory stimulus. We thus analyzed how the
snout and whiskers behaved during the course of stimulation.
We found that the overall motion index was different, revealing
a higher motor activity of the Er81 cKO mice compared with
control (n=21 recordings from 3 control mice; 1.766 5� 10�4

a.u.; n= 23 recordings from 4 Er81 cKO mice; 2.166 7� 10�4 a.
u., t(42) = 4.5, p=0.003, two-sample t test; data not shown). We
then performed a reverse correlation analysis to examine the
coupling between spikes and movements. The STA motions
showed a larger peak at spike time in the putative SPN groups of
the Er81 cKO mice compared with control (Group 1, n= 267
control cells; n=366 Er81 cKO cells, F(1,631, genotype) = 13.3,
p= 2.86� 10�4; Group 2, n=260 control cells; n=200 Er81 cKO
cells; F(1,458, genotype) = 6.3, p=0.012, two-way ANOVA; Fig. 6F).
This indicates enhanced temporal precision of the putative out-
put neuron activity encoding motion. Magnitude of the STA
near spike time was also larger in the putative CINs, indicating a
better temporal alignment of the spikes to the onset of the move-
ment in the Er81 cKO mice (Group 3; n=150 control cells;
n= 111 Er81 cKO cells; F(1,259, genotype) = 4.0, p=0.045, Fig. 6H, left;
Group 4; n=54 control cells; n=55 Er81 cKO cells, F(1,107, genotype) =
10.0, p = 2.0� 10�3, two-way ANOVA, Fig. 6H, right).
Together with the enhanced suppression (i.e., more reliable
pause) during stimulus, these results show that striatal neu-
rons are more effectively recruited by the sensorimotor
inputs in the absence of Er81.

To further examine the relative contributions of the stimulus
and the motion in generating spikes in the absence of Er81, we
performed cross-correlation analysis between the firing rate,
motion, and puff stimulation. In putative SPNs (Group 1), posi-
tive spike-motion correlations were on average stronger in the
absence of Er81, whereas the corresponding spike-puff correla-
tions were not affected (control; n=233 cells, Er81 cKO; n= 317
cells, spike-puff correlations; z= 0.37, p=0.714, spike-motion
correlations; z=6.6, p= 4.9� 10�11, Wilcoxon rank sum tests;
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Fig. 6G). On the other hand, negative correlations in the putative
CINs (Group 3) were significantly larger in the Er81 cKO com-
pared with the control mice (control; n=74 cells, Er81 cKO;
n= 69 cells, spike-puff correlations; z= 5.5, p= 3.0� 10�8,
Wilcoxon rank sum test, spike-motion correlations; t(141) = 8.0,
p=5.1� 10�13, two-sample t test; Fig. 6I). Interestingly, we also
found that spike-motion correlations were consistently higher

than spike-puff correlations (Fig. 6G,I). Together, our results
suggest that neurons were mostly tuned to the voluntary move-
ments, rather than the stimulus. They indicate that physiological
changes in the Er81 cKO mice lead to higher motor activity and
a more effective modulation of cell activity in the striatum. These
data imply that the putative CIN population producing phasic
responses during movement are more responsive to sen-

Figure 6. Enhanced inhibitory response of striatal CINs in the absence of Er81. A, Head-fixed awake recording by multielectrode arrays. Track of the recording array marked by DiI (magenta).
Str, Striatum; Ctx, cortex. Scale bar, 0.5 mm. B, Units classified into FS (black) and non-FS cells (teal) based on their spike waveform and median ISIs. Inset, Representative traces (scale bars,
0.5 ms; normalized amplitudes). C, Left, Example trials showing spike raster (black) and the combined movements of the whiskers and nose quantified as motion index (light gray) for one
excited cell and one inhibited cell. Dark gray traces at the bottom represent air puff trains. Filled arrowheads indicate the bouts of voluntary movement. Empty arrowheads indicate quiet states
(scale bars, 1 s, 10 a.u.). Right, 3D scatter plot separating striatal neuron subtypes into four groups (1-4), based on spontaneous firing rate (spontaneous rate, quantified in quiet states), evoked
firing rate (firing rate during air puff presentation, normalized to the activity before the stimulus) and proportion of ISIs.2 s (propISIs). Threshold for d firing rate: 0; threshold for spontane-
ous rate: 1 Hz. D, Top, Normalized spiking activity in Group 1 (putative SPNs; left, control; middle, Er81 cKO; right). Bar plots represent average (6SEM) of the evoked activity within fractions
of the sorted data for each genotype (gray, control; red, Er81 cKO). Bottom, Normalized spiking activity in Group 2 (SPNs and other cell types, bar plots as in top). Stars represent genotype
effect. E, Top, Normalized spiking activity of the putative CINs (Group 3, bar plots as in D). Bottom, Normalized spiking activity of Group 4 (putative CINs and other interneurons, bar plots as in
D). Stars represent genotype effect. F, STA (average STA across cells6 SEM, normalized within 3 s from the spike time) of the motion index corresponding to the putative SPNs (left, Group 1)
and Group 2 (right). G, Strength of correlations between the spiking activity of the putative SPNs and the air puff (x axis) or motion (y axis). Dots represent individual cells with positive correla-
tion regarding both variables. The ellipses are the first contours of the fitted Gaussian mixture models. Dashed line indicates the line of equality. H, Average STA across the putative CINs (left,
Group 2) and Group 4 (right). Vertical dashed lines indicate the spike time. Horizontal dashed lines extend zeros. I, Strength of correlations between the spiking activity of putative CINs and
the air puff (x axis) or motion (y axis). Dots represent individual cells with a negative correlation regarding both variables. Ellipses represent the first contours of the fitted Gaussian mixture
models. Dashed line indicates the line of equality. pp, 0.05. ppp, 0.01. pppp, 0.001.
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sorimotor inputs in the absence of Er81, and cause a higher exci-
tation of the putative output neurons.

Er81 is a molecular regulator of habit formation
Striatal CINs are crucial for cognitive flexibility (Okada et al.,
2014, 2018; Aoki et al., 2018). To assess the impact of Er81 on
striatal-dependent behaviors, we designed a reversal learning
task, allowing the concomitant assessment of cognitive flexibility
and habit formation in the Er81 cKO mice. In the first part of the
training, both control and Er81 cKO mice were able to discrimi-
nate the rewarded corridor of the maze (day 3: control; 66.4% of
correct answers, n= 17 mice, Er81 cKO; 68.9% of correct
answers, n=17 mice; two-way ANOVA, F(2,64), days 1-3� geno-
type = 0.567; p= 0.570; Fig. 7A), and switch to the opposite side
after a first reversal on day 4 (day 4: control; 42.8%, Er81 cKO:
43.5%; n= 17; two-way ANOVA, F(1,32), days 3-4 � genotype =
0.762; p=0.9509; Fig. 7A). Er81 cKO mice hence displayed nor-
mal learning capacities (days 1-3) as well as intact cognitive flexi-
bility (days 4-13; two-way ANOVA, F(9,207), days 4-13 �
genotype = 1.559; p=0.1294). After they reached their perform-
ance plateau, mice were then overtrained for 5 d, to induce habit
formation (Balleine et al., 2009; Lingawi and Balleine, 2012) (day
13: control; 85.6%, n=12 mice, Er81 cKO; 83.6%, n= 13 mice;
one-way ANOVA, F(1,23, genotype) = 0.19, p=0.669; Fig. 7A). As
the strategy used (goal-directed or habitual) cannot be revealed
during training (Balleine and Ostlund, 2007), we assessed
whether mice were engaged in goal-directed or habitual behavior
by performing a second reversal (day 14). This step aims to
change the action-outcome contingency to probe behavior: an
animal persisting on choosing the nonrewarding side would
reveal its previous engagement in an automatic, habitual behav-
ior. During this session, control mice displayed performance sig-
nificantly below chance level (controls: 25.4%; controls vs 50%:
t(11) = 6.6, p= 2.1� 10�5; one-sample analysis; n=12 mice; Fig.
7A, right) and significantly lower compared with the first reversal
(day 4; one-way ANOVA, F(1,11), day 4 vs day 14 in controls =
10.1, p= 0.009). Together, these results confirm that control mice
were successfully engaged in habitual behavior, through their
inability to flexibly shift to the new rewarded side (Dickinson et al.,
1995; Yin et al., 2004). Interestingly, Er81 cKO mice performed sig-
nificantly higher compared with controls during the second reversal
(day 14; one-way ANOVA, F(1,23, genotype) = 4.3, p=0.045, controls:
25.4%; n=12 and Er81 cKO; 34.7%; n=13; Fig. 7A, right). To fur-
ther analyze this session, we compared the first five trials to the last
five trials of this session. While both groups performed similarly at
the beginning of the session (controls: 13.3% and Er81 cKO: 20.0%;
one-way ANOVA, F(1,23, genotype) = 1.5, p=0.234; Fig. 7B, Trials 1-
5), only control mice remained significantly below chance level at
the end of the session (controls: 31.7%; controls vs 50%, one-sample
analysis: t(11) = �2.6, p=0.027; Fig. 7B, Trials 16-20). In contrast,
Er81 cKO mice displayed rapid improvement of their performance,
reaching chance level by the end of the session (Er81 cKO: 49.2%;
n=13). This result was further confirmed by the following session
(day 15) during which Er81 cKO mice performed significantly
above chance level, unlike controls (Er81 cKO vs 50%; n=9, one-
sample analysis; t(8) = 3.6, p=0.005; Fig. 7A, right). Moreover, anal-
ysis of the performance across the second reversal (days 13-16)
demonstrates a significant difference between the control and Er81
cKOmice (two-way ANOVA, F(3,39), days 13-16� genotype) = 3.0;
p=0.040), unlike the first reversal (two-way ANOVA, F(3,69), days
3-6 � genotype = 0.4; p=0.727). Together, these results demon-
strate that mice lacking Er81 display intact goal-directed actions
and an impairment of habit formation. These mice also showed

general hyperactivity as they move faster in the middle corridor
(n = 13 control mice; n=12 Er81 cKOmice; z=4.8, p=1.05� 10�6,
Wilcoxon rank sum test; Fig. 7C), which is consistent with the
higher motion index of the snout and whiskers in the head-fixed
experiments. Considering the differential role of the dorsomedial
and dorsolateral striatum in cognitive flexibility and habit forma-
tion, respectively (Packard and Knowlton, 2002), we then analyzed
the changes in striatal activity associated with the paradigm.
Expression of the cellular activity marker cFos in the dorsal
striatum revealed an alteration of the task-induced activity
of the output neurons in the Er81 cKO mice (Fig. 7D).
While training had no effect on cFos expression in controls,
the Er81 deletion induced a drastic hypoactivation of the
striatum in trained mice, compared with nontrained mice
(two-way ANOVA, F(1,13, interaction) = 6.8; p = 0.022; day 14:
F(1,7, genotype) = 7.5; p = 0.029). This result suggests that the
striatum in Er81 cKO does not adapt properly to the behavioral
demand, which could underlie the mice inability to form habits.
This is further supported by the analysis of the cFos expression in
the dorsomedial striatum (DMS) versus dorsolateral stria-
tum (DLS). We found a significant decrease of cFos expres-
sion in the DLS of Er81 cKO mice compared with controls
(day 14; one-way ANOVA, F(1,6,genotype) = 7.3; p = 0.036)
and compared with day 4 (day 4 vs day 14 in Er81 cKO:
one-way ANOVA, F(1,8) = 8.5; p = 0.019; data not shown).
This specific DLS hypoactivation could therefore underpin
the observed lack of habit formation; conversely, the intact
DMS activity could explain the use of cognitive flexibility in

Figure 7. Er81 cKO mice exhibit disrupted habitual behavior. A, Reversal learning task in
a 3 corridors arena (top). Dashed curve indicates one-way gate. Blue droplet represents su-
crose reward. Performance of the mice in each session (bottom; control in black vs Er81 cKO
in red). Arrows indicate the days of reversal. ##p, 0.01, statistical comparison with the
chance level (performance at 50%, dashed line). Horizontal line indicates interaction between
performance and genotype. B, Average performance across the first 5 trials and last 5 trials
of day 14. #p, 0.05, statistical comparison with the chance level (performance at 50%,
dashed line). C, Average locomotion speed of control and Er81 cKO mice in the middle corri-
dor. D, Fraction of the cells expressing cFos in nontrained (NT) and day 14 of training (D14)
in the control and the Er81 cKO. pp, 0.05. pppp, 0.001.
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Er81 cKO. Overall, our results indicate that the fine-tuned
activity of CINs by Er81 is crucial for striatal function and
habit formation.

Discussion
Here, by using in vitro and in vivo assessments, we find that the
Er81 transcription factor has an age-dependent effect on some
CIN physiological properties, thus demonstrating that Er81 con-
tributes to CIN microcircuit formation and fine-tuned activity.
We also show that Er81 controls in vivo striatal neuron responses
and their correlation to sensorimotor inputs. Finally, we reveal
that proper CIN maturation through Er81 function is required
for normal habit acquisition in mice.

Control of the cholinergic interneuron identity
The functional implications of molecular heterogeneity in striatal
CINs are at present not well understood (Magno et al., 2017;
Lozovaya et al., 2018; Munoz-Manchado et al., 2018). CINs origi-
nate from distinct areas of the subpallium which give rise to het-
erogeneous populations of cholinergic cells in the forebrain
(Ahmed et al., 2019). These areas are further divided into subdo-
mains, based on the combinatorial expression of multiple tran-
scription factors, such as Lhx6, Lhx7, Isl1, and Er81 (Flames et
al., 2007; He et al., 2016). The temporal order of expression of
these transcription factors and their interactions is crucial for
normal development of cholinergic neurons (Y. Zhao et al.,
2003; Allaway and Machold, 2017; Ahmed et al., 2019). In this
study, we identified Er81 as a molecular controller of key CIN
properties and described how its expression affects other tran-
scription factors. Future fate-mapping investigations will deter-
mine more specifically the proportion of Er81-expressing striatal
CINs that may originate from different sources (i.e., MGE, POa,
and septum).

In the mature cortex, Er81 directly regulates the functional di-
versity of cortical PV-expressing interneurons (Dehorter et al.,
2015). While Er81 expression is strong and mostly nuclear in the
cortical PV interneurons, it remains weak and cytoplasmic in the
CINs of the striatum. This suggests that Er81 works through dif-
ferent mechanisms in the CINs than in the PV interneurons
(Dehorter et al., 2015), likely through protein-protein interac-
tions or regulation of translational processes. However, while the
molecular targets may be different, Er81 seems to have a com-
mon role in neuronal function across different cell types, regulat-
ing excitability and spike timing (i.e., the phasic activity of the
striatal CINs and the firing latency in the cortical [Dehorter et
al., 2015] and striatal PV interneurons [unpublished data]).
Moreover, the role of Er81 in the dopaminergic (Flames and
Hobert, 2009; Cave et al., 2010) and serotoninergic cell fates
(Lloret-Fernández et al., 2018) and here, in cholinergic cell iden-
tity, suggests a general regulatory mechanism of Er81 on the emer-
gence of functional neuromodulatory systems in the developing
brain. CINs are neurochemically complex as they corelease GABA
(Saunders et al., 2015; Granger et al., 2016) and glutamate (Higley et
al., 2011) alongside acetylcholine, to provide both potent inhibition
(Zucca et al., 2018) or excitation (Koos and Tepper, 2002; Tepper et
al., 2018) within the striatum. As we found changes in the molecular
properties of the CINs (acetylcholine transporter, Isl1, and ChAT),
corelease with other neurotransmitters might be also affected by
Er81 deletion and ultimately alter the neurochemical function of the
CINs. Our study therefore emphasizes the need to further investi-
gate the molecular factors determining the identity and the func-
tional diversity of striatal CINs.

Mechanisms regulating tonic and phasic activity of the
striatal cholinergic interneurons
Intrinsic electrophysiological properties are responsible for
maintaining tonic activity of striatal CINs (Bennett et al., 2000).
Together with synaptic inputs (Franklin and Frank, 2015; Klug
et al., 2018), they also contribute to the phasic response to stimuli
(Zhang et al., 2018). The role of molecular factors in the matura-
tion of these properties was unknown. For the first time, our
findings link the Er81 transcription factor with intrinsic currents
and plasticity-related receptors, such as mGluR5, and provide a
basis to determine which molecular factors contribute to the
emergence of the unique properties of striatal CINs. Elevated
IsAHP and Ih currents, together with larger inhibitory inputs on
CINs, explain the sharper firing dynamics and higher correla-
tions of the putative CINs activity with sensorimotor inputs in
vivo in the absence of Er81 (Bennett et al., 2000; Wilson and
Goldberg, 2006; Zhang et al., 2018). KCNQ2/3 and HCN2 chan-
nels in CINs underlie the IsAHP and the Ih, respectively. While
our results show no difference in their expression in the absence
of Er81, these voltage-sensitive channels could be modulated by
second messengers, such as phosphatidylinositol-4,5-bisphos-
phate and calcium for KCNQ2/3 (Wilson and Goldberg, 2006;
Falkenburger et al., 2010; Kim et al., 2016), and cAMP for HCN2
(Z. Zhao et al., 2016; Alvarez-Baron et al., 2018). We propose
that the enhanced IsAHP in the Er81 cKO cells is because of a
higher intracellular calcium concentration mediated through
mGluR5 (Niswender and Conn, 2010). It is also likely that differ-
ent potassium channel subtypes underlie IsAHP as the current can
be divided into two calcium-sensitive components (Wilson and
Goldberg, 2006) and a calcium-insensitive component (Zhang et
al., 2018). We also suggest that enhanced cAMP signaling leads
to the increase in the Ih current. Lower CIN excitability in the ab-
sence of Er81 can indeed result in a decreased acetylcholine
recruitment at the CIN membrane, reduced M2 muscarinic re-
ceptor activity and consequently, to higher levels of intracellular
cAMP (Z. Zhao et al., 2016; Alvarez-Baron et al., 2018). We pro-
pose that the changes in CIN activity in the absence of Er81
modify their connectivity and morphology via homeostatic com-
pensations during maturation.

Cholinergic interneuron activity modulates striatal
sensorimotor plasticity and learning
To probe striatal deficits in Er81 cKOmice, we designed a mixed,
striatum-dependent behavioral paradigm, consisting of a within-
subject reversal learning task. We first assessed cognitive flexibil-
ity (day 4) and then overtrained mice in the second stage (day 9
to day 13) to force habit formation (Lingawi and Balleine, 2012).
This was followed by a second reversal (day 14), allowing the
assessment of the strategy used by the mice during the second
stage. Overall, extensive training leads to automatic choice of the
designated reward side, and the reversal of the rewarded side
induces a change in action-outcome contingency. Insensitivity to
such a change reveals habit behavior (Balleine et al., 2009;
Bergstrom et al., 2018). Here, control mice displayed an inability
to shift to the new rewarded side after the second reversal, dem-
onstrating that they were engaged in habitual behavior. In con-
trast, Er81 cKO mice displayed rapid improvement of their
performance after the second reversal, demonstrating that they
displayed intact cognitive flexibility and were not engaged in
habit formation during the second stage. While our results sup-
port that Er81 is required for habitual behavior, differences in re-
versal between control and Er81 cKO mice may not exclusively
originate from an inability to form habits and may also be
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explained by differences in reward sensitivity, persistence, or
general cognitive flexibility. Future studies should specifically
target habit formation or cognitive flexibility to further under-
stand the impact of Er81.

Our study also reveals that developmental alterations of stria-
tal CINs strongly impact the process of integration of sensorimo-
tor information, which is critical for the acquisition and the
update of adaptive actions (Markowitz et al., 2018; Robbe, 2018).
It also highlights the significance of cholinergic signaling for
movement control and learning. Putative striatal CINs better
encode motion and display enhanced phasic responses in the
Er81 cKO mice. In particular, at the onset of movement, spikes
are more time-locked to the events and less jittered. This also
enhanced the timing of putative output neurons which directly
encode CIN firing (Mamaligas and Ford, 2016). Enhanced tim-
ing of the striatal cells indicates that spike timing-dependent
plasticity could be affected by the Er81 deletion (Cui et al., 2018),
via a metabotropic glutamate receptor-induced LTD or a NMDA
receptor-induced LTP (Fino et al., 2008). However, the mecha-
nisms of spike timing-dependent plasticity have been poorly
investigated in the CINs as of yet (Perrin and Venance, 2019).
More investigation is therefore required to better understand
how CIN alterations impact intrinsic, synaptic, and structural
plasticity and overall, the striatal function. CINs control habit
formation via the synchronization and strengthening of the ac-
tivity of the striatal output neurons (O’Hare et al., 2016; Gritton
et al., 2019). Strong pauses have been shown to emerge during
learning in response to reward-associated stimuli but not to neu-
tral stimuli (Morris et al., 2004). Adaptable CIN responses to
sensorimotor inputs (Aosaki et al., 1994) are required for sup-
pression of competing actions and the expression of habitual
behavior. We reveal a notable increase in the recruitment of
CINs following the ablation of the Er81 transcription factor.
Previous studies showed that manipulation of CINs in both the
DMS and DLS modulates cognitive flexibility after several days
of training (Bradfield et al., 2013; Okada et al., 2014; Aoki et al.,
2015). In particular, the activity of the CINs in the DLS is neces-
sary for habit substitution (Aoki et al., 2018). Consistently, we
have found that elevated CIN function in the DLS (increased
quiet state firing and increased inhibition in response to sensori-
motor inputs in the cKO) is correlated with decreased habit for-
mation. We uncover a crucial molecular mechanism underlying
this relationship and demonstrate, for the first time, that the
Er81 transcription factor underlies the functional tuning of CIN
activity and habitual behavior. However, the involvement of the
DMS in these conditions is yet to be elucidated. Moreover, it
would be of major interest to study the Er81 transcription factor
as a potential target to manipulate set-shifting capacities, known
to contribute to the pathophysiology and cognitive defects com-
monly observed in disorders where repetitive behaviors are
debilitating (Lewis and Kim, 2009), such as autism (Karvat and
Kimchi, 2014), obsessive-compulsive disorder (Xu et al., 2015;
Martos et al., 2017), and addiction (Graybiel and Grafton, 2015).
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Interneurons are fundamental cells for maintaining the excitation-inhibition
balance in the brain in health and disease. While interneurons have been shown
to play a key role in the pathophysiology of autism spectrum disorder (ASD) in adult
mice, little is known about how their maturation is altered in the developing
striatum in ASD. Here, we aimed to track striatal developing interneurons and
elucidate the molecular and physiological alterations in the Cntnap2 knockout
mouse model. Using Stereo-seq and single-cell RNA sequencing data, we first
characterized the pattern of expression of Cntnap2 in the adult brain and at
embryonic stages in the medial ganglionic eminence (MGE), a transitory
structure producing most cortical and striatal interneurons. We found that
Cntnap2 is enriched in the striatum, compared to the cortex, particularly in the
developing striatal cholinergic interneurons. We then revealed enhanced MGE-
derived cell proliferation, followed by increased cell loss during the canonical
window of developmental cell death in theCntnap2 knockout mice. We uncovered
specific cellular and molecular alterations in the developing Lhx6-expressing
cholinergic interneurons of the striatum, which impacts interneuron firing
properties during the first postnatal week. Overall, our work unveils some of the
mechanisms underlying the shift in the developmental trajectory of striatal
interneurons which greatly contribute to the ASD pathogenesis.

KEYWORDS

interneuron, maturation, striatum, autism, CNTNAP2

Introduction

Interneurons are vital cells that regulate the balance between excitation and inhibition in the
brain (Dehorter et al., 2017; Antoine et al., 2019) and are required to shape functional circuits
during development (Fuccillo, 2016). Deficits to interneurons have been identified in both
human patients and in mouse models of neurodevelopmental disorders such as Autism
Spectrum Disorder (ASD). Interneuron dysfunction supports behavioural traits including
impaired social interactions and repetitive behaviours (Fuccillo, 2016; Contractor et al.,
2021), Therefore, these cells present interesting targets for therapeutic interventions
(Selimbeyoglu et al., 2017). Yet, how the maturation of interneurons is affected at
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embryonic and early postnatal stages in this condition has remained
poorly investigated and as such, the cellular mechanisms contributing
to ASD pathophysiology is still unknown.

Most of the interneurons fated to the cortex and striatum derive
from a transitory embryonic brain structure, the Medial Ganglionic
Eminence (MGE; (Penagarikano et al., 2011; Vogt et al., 2017; Knowles
et al., 2021), where they express specific molecules, such as the Lim
Homeodomain Lhx6 and NK2 homeobox 1 (Nkx2.1) transcription
factors (Knowles et al., 2021). Between embryonic day (E) 12.5 and
postnatal day (P) 10, a combination of innate genetic programs (Yap
and Greenberg, 2018), external environmental cues, and neuronal
activity shape interneuron specification and facilitate the
establishment of functional cells (Babij and De Marco Garcia, 2016;
Mayer et al., 2018; Wong et al., 2018). The ASD risk gene Contactin-
associated protein-like 2 (Cntnap2/CASPR2), first shown to be altered
in patients presenting with severe autism features (Strauss et al., 2006),
is a transmembrane scaffolding protein and a cell adhesion protein of
the neurexin family which coordinates several processes that are
critical for the maturation of neuronal circuits (Benamer et al.,
2020), including myelination (Scott et al., 2017), cell excitability
(Poliak et al., 1999) and synapse development (Varea et al., 2015).
Whilst Cntnap2 cell-autonomously affects adult interneuron
functioning (Vogt et al., 2017; Antoine et al., 2019) and has been
shown to be expressed from E14 in the MGE (Penagarikano et al.,
2011; Vogt et al., 2017), the specific pattern of expression in the brain,
as well as its influence on interneuron development have remained
poorly investigated; in particular, how the absence of Cntnap2
perturbs the maturation of the MGE-derived interneurons.

Although they account for ~5% of the total neuronal population,
striatal interneurons are functionally diverse and consist of two main cell
types, i.e. the Lhx6-expressing GABAergic interneurons and the Lhx6-
expressing cholinergic interneurons (Lozovaya et al., 2018; Ahmed et al.,
2021). These two populations precisely regulate the striatal output
neurons and present with characteristic electrophysiological profiles.
The Lhx6-expressing GABAergic interneurons are fast-spiking cells,
characterized by short duration action potentials with large and rapid
kinetics (Tepper et al., 2010), whilst the cholinergic cells are tonic active
neurons that display adaptation and prominent after-hyperpolarizations
(Ahmed et al., 2019).

Here, we hypothesized that the developmental trajectory of these
striatal interneurons is perturbed in the Cntnap2 Knockout (KO)
mouse model of ASD (Penagarikano et al., 2011). We analyzed the
cellular and molecular developmental alterations of the developing
MGE-derived interneurons of the striatum at embryonic and early
postnatal stages, in control and Cntnap2 KO mice. We show that
interneuron production, migration and integration in the developing
striatum are affected in the Cntnap2 KO mouse model, likely
contributing to ASD-related pathogenesis.

Material and methods

Mice

Lhx6-iCre;td-Tomato (“Control”) and Cntnap2−/−; Lhx6-iCre; td-
Tomato (“Cntnap2 KO”) male and female mice (Cntnap2−/−, Jackson
ID: #017482, (Tepper et al., 2010)) were used. To track MGE-derived
cells through the stages of embryonic development, we also utilized the
inducible Nkx2.1CreER:TdTomato and Nkx2.1CreER:TdTomato:

Cntnap2−/− mice. Tamoxifen in corn oil (40 mg/ml) was used to
orally gavage pregnant female mice at E12.5 (3.3 μL/g, 30 mg/kg) to
induce cre expression.

Timed matings were used to generate embryonic tissue for
collection. Detection of a plug was considered embryonic day (E)
0.5. Embryonic tissue was collected at E12.5, E14.5, and E15.5 (a
minimum of three embryos), and postnatal tissue was collected at
postnatal day (P) 0, 4, 6, 10, and 30. All procedures were conducted in
accordance with the Australian National University Animal
Experimentation Ethics Committee (protocol numbers A2019/46 &
A2021/43).

Spatial transcriptomics (Stereo-seq)

To unbiasedly determine the expression pattern of Cntnpa2 in the
adult mouse brain, we employed Spatial Enhanced Resolution Omics-
Sequencing (Stereo-seq) technology from BGI, in beta testing (V1.0,
not commercially available). This analysis combines whole
transcriptome information with nanoscale resolution. Upon
interaction with tissue section, cDNA is synthesized in situ from
mRNA captured by the chip probes. The spatial transcriptomic profile
of the section was performed by cDNA sequencing with cell spatial
coordinates.

An adult (P30+) brain was extracted and embedded and frozen in
optimal cutting temperature compound (OCT), then sectioned
sagittally via cryostat at a thickness of 10 µm. Tissue was mounted
onto STOmics-GeneExpression-S1 chips (1 cm2), which are patterned
grids of probes containing spatial coordinates. A permeabilization
analysis was first performed to determine the optimal
permeabilization time: tissue on the chip was fixed in methanol,
then incubated at 37°C for various lengths of time (0–30 min) in
Permeabilization Reagent (BGI, 0.01N HCl and PR Enzyme). Reverse
transcription was then performed at 42°C for 1 + hours. The whole
chip was then imaged (AxioScan Slide Scanner), and the
permeabilization time with the strongest fluorescence signal with
the lowest signal diffusion was selected. The gene expression
experiment was then performed with duplicates. The tissue was
fixed as before, permeabilized, and the reverse transcription
performed. The tissue was removed from the chip, and cDNA
Release Mix was added to the chip and incubated at 55°C for 3 +
hours. The quality of the generated cDNA library was checked via
Bioanalyser, after which we proceeded with one library (F2). Library
preparation and sequencing was done at the WEHI core facility using
the DNBSEQ-G400RS FCL PE100 kit and sequencer.

Mapping the raw data
Stereo-seq Analysis Workflow (SAW) software (Chen et al., 2021)

was used to process the sequencing information. The coordinate ID
(CID) sequences were mapped to the designed coordinates on the chip
with a mismatch tolerance of 1 bp. TheMolecular ID (MID) sequences
with a quality score greater than 10 were kept. cDNA sequences were
mapped to the reference genome (mm10) by STAR (Dobin et al.,
2013). We obtained an expression profile matrix with 70901 units and
18191 features using a bin size 50×50 DNA nanoball (DNBs).

Unsupervised clustering
We used the stereopy packages (Chen et al., 2021) to perform the

normalisation and unsupervised clustering. In the bin 50×50 DNBs
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expression matrix, the low-quality units with fewer than 100 genes and
more than 10% mitochondria gene level were filtered out. The low-
abundance genes that were expressed in fewer than 10 cells were
removed. On the filtered cells, the expression matrix was normalised,
and PCA was analyzed. Next, the Gaussian smoothing (Shen et al.,
2022) method was performed to make the expression value closer to
reality. On the smoothed values, we performed dimensionality
reduction with the function “stereo.tl.pca”. The clusters were
identified using the functions “stereo.tl.neighbors” and
“stereo.tl.leiden”.

Clustering annotation
We extracted the top marker genes expressed in each cluster based

on the most significant adjusted p-values using “sc.findmarker”
function from Scanpy (Wolf et al., 2018). The clusters were
annotated based on the known marker expression and spatial
localisation of clusters in the brain. Tissue identities were assigned
based on the above information.

Differential expression and pathway enrichment
analysis

Differential expression (DE) analysis was conducted pairwise
between clusters using the function “FindMarker” from Seurat
(Stuart, 2019). The p-values and the adjusted p-values, and
log2 fold-changes were calculated between two clusters. The
differential expressed genes were selected with a adjusted p-values
smaller than 0.01, log2 fold-change greater than 1. ClusterProfiler (Yu
et al., 2012) was used to find enriched Gene Ontology (GO) terms
from the DE genes.

Hotspot module analysis
Hotspot analysis (DeTomaso and Yosef, 2021) was carried out on

the normalised data to identify the spatially functional modules with
informative genes. Within each identified module, GO enrichment
analysis was performed using ClusterProfiler (Yu et al., 2012).

Analysis of published single-cell RNA
sequencing data

Using the available single-cell RNA-sequencing data from Mi
et al., 2018, we performed t-Distributed Stochastic Neighbor
Embedding (t-SNE) analysis to visualize data in a two dimensional
map, as in (22). We generated plots containing E12.5 and E14.5 MGE
neurons, along with histograms showing the regional and temporal
identities of cells. We made feature plots for Cntnap2 expression in
E12.5 and E14.5 MGE neurons and a heatmap plot in which we
classified cell clusters into three classes (i.e. cortical interneurons,
striatal interneurons and cholinergic neurons), according to the
marker gene expression pattern. We then compared Cntnap2 levels
across three cell classes.

Tissue collection

Pregnant females were cervically dislocated and the embryos were
removed from the mother, and placed into ice-cold 0.01M phosphate
buffered saline (PBS). E12-14 embryos were decapitated, and the brain
was dissected and placed into 4% paraformaldehyde (PFA) for

overnight fixation. Considering the larger size of the E15 embryos
and to ensure adequate fixation we performed cardiac perfusion on
E15.5 embryos. The arm of the embryo was removed to reveal the
heart and the animal was perfused with 1 ml 0.01M PBS followed by
3 ml 4% PFA. The brain was then removed and fixed overnight in 4%
PFA. Brains were then washed in 0.01M PBS for 5 h to remove the
fixative. Embryonic tissue was embedded in 4% Bacto-Agar in 0.01M
PBS heated to 37°C, allowed to cool, and then sectioned at 60 μmusing
a Leica 1000S vibratome and kept in a cryoprotective ethylene glycol
solution at -20°C until further processing for immunohistochemistry.

Postnatal mice (P0-P30) were deeply anaesthetised on ice (P0-P4)
or with 4–4.5% isoflurane (P6-P30) and perfused transcardially with
0.01M PBS followed by 4% PFA. Brains were post-fixed for 2–5 h in
4% PFA. The fixative was then washed from tissues 3 times for 30 min
each with 0.01M PBS. Tissue was sectioned at 60 μm using a Leica
1000S vibratome and kept in a cryoprotective ethylene glycol solution
at -20°C until further processing for immunohistochemistry.

Immunohistochemistry

Sections were first washed twice for 5 min in 0.01M PBS and
permeabilised twice for 5 min with 0.25% TritonX. Non-specific
binding sites were then blocked by immersing the tissue in a blocking
solution (10% Normal Donkey Serum, 0.25% TritonX, 2% Bovine
Serum Albumin in 0.01M PBS), for 2 h at room temperature. Slices
were then incubated in primary antibodies added to blocking
solution overnight at 4°C on a shaker. The following day, slices
were left at room temperature for 1 h on a shaker and were washed
3 times for 15 min each with 0.01M PBS. Slices were then stained
with fluorescence conjugated or biotinylated secondary antibodies in
blocking solution for 2–3 h and then washed 3 times for 15 min each
with 0.01M PBS. This was repeated for those requiring tertiary
antibodies for 1 h. Slices were then incubated with 5 μM DAPI
(Sigma) for 10 min and washed 4 times for 5 min each with PBS.
The slices were mounted on Livingstone slides submerged in
gelatine, allowed to dry, covered with Mowiol (Sigma) and a
coverslip (Thermofisher).

The following primary antibodies were used: mouse anti-Tuj1 (1:
500, Biolegend), rabbit anti-Ki67 (1:500, Abcam), mouse anti-Lhx6 (1:
300; Santa Cruz), goat anti-ChAT (1:200; Merck), rabbit anti-mgluR5
(1:50; Alomone), rabbit anti-cleaved Caspase-3 (1:200, Cell
Signalling), rabbit anti-NMDAR2C (1:100, ThermoFisher); and
secondary antibodies: donkey anti-rabbit 488 (1:200, Molecular
Probes), anti-goat and anti-mouse Alexa 488, 555 or 647 (1:200;
Life Technologies), and streptavidin 647 (1:200, Jackson).

To mark proliferating cells at specific developmental time points,
pregnant female mice were injected intraperitoneally with 5-ethynyl
2′-deoxyuridine (EdU) dissolved in distilled water (5 mg/ml;
30 mg/kg). To label the EdU that was incorporated into the DNA
of proliferating cells at the time of IP injection, the Click-It® EdU
Imaging Kit from Invitrogen was used, with slight modifications. To
label nuclei, DAPI was used. In addition, washes were completed in 1x
PBS instead of 3% BSA. To perform staining of EdU, tissue was
washed in 1x PBS. The tissue was washed in 500 μL of 0.5% Triton for
15 min. The reaction cocktail was prepared, according to the Click-iT®
protocol. The triton solution was removed from the wells and replaced
with the reaction cocktail solution for 30 min. The reaction cocktail
was removed and replaced with blocking solution for 2 h at RT.
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Confocal imaging

Immunostained slices were imaged with a Nikon A1 confocal
microscope controlled with the NIS-elements advanced imaging
software or a Leica SP5 confocal microscope controlled by LAS AF.
Images were collected at 4x, 10x, 20x, 40x, and 63x. To ensure
consistency in imaging, the same confocal microscope was used
within a data set and the parameters for offset, pinhole, gain and
laser intensity were kept constant for each experimental set.

Image analysis

Image analysis was largely completed using Fiji/ImageJ. To count
Lhx6+ and Nkx2.1 + cells, a custom-made code was used to run
multiple threshold events at different threshold values, whilst
simultaneously completing image processing and detecting particles
of the appropriate size and circularity. The code was modified for a
number of parameters including the lower and upper threshold,
number of thresholds, minimum and maximum cell size, and
circularity, dependent on the dataset being analyzed. During
analysis of control and experimental conditions, all parameters
were kept consistent. VZ thickness was measured by creating a
straight line on Fiji at the apex of the MGE spanning from the
ventricular wall to the VZ/SVZ border, which was defined by
Tuj1 immunostaining. The SVZ thickness was approximated by
measuring from the VZ/SVZ border at the apex of the MGE
through to the mantle, which was defined by either the higher level
of Tuj1 and/or the lack of Ki67 cells.

To measure the thickness of the migratory streams, masks
surrounding the superficial and deep migrating postmitotic cells
were created on ImageJ manually. The width of the middle of the
mask was measured in µm. The same masks were used for
automated cell counting to quantify the total density of Nkx2.1
+ cells.

The size of the postnatal striatum was quantified from low
magnification images containing the whole striatum; the contour
was traced and the area measured. The thickness of the postnatal
PFC was measured as a line perpendicular to the midline, spanning
across all cortical layers. Rostro-caudal coordinates were kept
consistent between control and knockout conditions.

Fluorescence activated cell sorting (FACS)

Mice were rapidly decapitated, the brain was removed and placed
in an ice cold oxygenated sucrose-based cutting solution. 400 μm
coronal slices were cut using a Leica VT1200S vibratome. The dorsal
striatum was dissected from slices in an Artificial Cerebrospinal
Fluid (ACSF) containing (in mM): 124 NaCl, 3 KCl, 2 CaCl2,
1 MgCl2, 1.25 NaH2PO4, 26 NaHCO3 and 10 glucose saturated
with 95% O2 and 5% CO2. Tissue was disrupted using micro-knife
and transferred to a 15 ml tube containing 10 ml digestion buffer
(0.5g Trehalose and 10 mg Pronase, 1 mg DNAse I, 50 μL MgCl2 1M
in oxygenated ACSF; Sigma) at 37°C for 30 min with inversion every
10 min. The tissue was allowed to settle on ice for 1 min, the
digestion buffer was removed and the pellet was washed with
2 ml washing buffer (10 ml ACSF, 0.5 g Trehalose, 1 mg DNAse I,
50 μL MgCl2 1M in oxygenated ACSF) at 4°C. To dissociate the cells,

the tissue was resuspended in 1 ml wash buffer and triturated
12–15 times with 1 ml pipette. Tubes were placed on ice, large
tissue pieces were allowed to settle, and ~500 μL of cloudy
suspension containing dissociated cells was transferred to a 1.5 ml
tube on ice. This process was repeated for the remaining 500 μL
suspension with 200 μL pipette 12–15 times and pooled in to the
1.5 ml tubes on ice. The last cells were removed by adding 200 μL to
the original tube. The cell suspension was filtered through a 70 μm
thick mesh filter into a snap cap tube and 200 μL DAPI 5 μM was
added to exclude dead cell. The cells were sorted on a BD
FACSMelody Cell Sorter. The neuronal population was gated
ensuring myelin and other debris were excluded by FSC/SSC
profile. Doublets were then excluded by FSC-W/FSC-H and SSC-
W/SSC-H. Dead cells shown as DAPI positive cells were also
excluded. The Lhx6+ cell population was sorted by gating on
TdTomato + signal above negative background from TdTomato
negative mice. A fraction of the sorted cells were checked for purity
by running some of the sorted cells back into the cell sorter, and were
determined as 99% pure. The remaining cells were sorted into 350 μL
RLT buffer (RNeasy Microkit; Qiagen) with 1% β-Mercaptoethanol.
Sorted cells were immediately frozen on dry ice and placed at -80°C
until further processing.

Quantitative real time polymerase chain
reaction (qRT-PCR)

Total RNA was extracted using the RNeasy Micro kit (Qiagen) for
FACS sorted cells and some tissue samples and the RNeasy Mini Kit
(Qiagen) for other tissue samples according to manufacturer’s
instructions, including DNase treatment for some samples. RNA
concentration and purity were determined using the Nanodrop
spectrophotometer (Thermo Fisher Scientific). RNA was reverse
transcribed into cDNA using SuperScriptIII First Strand Synthesis
System (Invitrogen) with random hexanucleotides according to
manufacturer instructions. cDNA was analyzed using real time
qPCR, in technical triplicates using TaqManTM Gene Expression
Assay. Reactions were performed on a MicroAmp™ Optical 96- or
384-Well Reaction Plate with Barcode (Applied Biosystems). Each
10 μL reaction (performed on 384-well plates) contained 5 μL of
TaqManTM universal PCR Master Mix (Applied Biosystems),
0.5 μL of Taqman probes gene expression assay and 4.5 μL of
cDNA (10 ng RNA). Each 20 μL reaction (performed on 96-well
plates) contained 10 μL of TaqManTM universal PCR Master Mix
(Applied Biosystems), 1 μL of Taqman probes gene expression assay
and 4 μL of cDNA (10 ng RNA), and 5 μL of RNase free water. PCRs
were monitored using the 7900HT Real-Time PCR system (Applied
Biosystems) or the StepOnePlus™ Real-Time PCR system (Applied
Biosystems). The reaction cycle involved incubation at 50°C for 2 min,
at 95°C for 10 min to allow for AmpliTaq Gold DNA 57 Polymerase
activation and then cycled 40 times at 95°C for 15 s (denaturation) and
60°C for 1 min (annealing and extension). Analysis was performed by
comparing the experimental Ct values against those for the reference
housekeeping gene Gapdh. A 1/ΔCt value was calculated to represent
differences between conditions. The following Taqman primers were
used: Lhx6 (Mm01333348_m1), ChAT (Mm01221880_m1), Grin2C
(Mm00439180_m1), Grin2D (Mm00433822_m1), Grin 1
(Mm00433790_m1), Grin2A (Mm00433802_m1), Grin2B
(Mm00433820_m1), Lhx8 (Mm00802919_m1), Gbx2
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(Mm00494578_m1), Zic4 (Mm00657066_m1), Grm5
(Mm00690332_m1).

Electrophysiology

Postnatal mice were deeply anaesthetised with 4–4.5% isoflurane
and transcardially perfused with an ice-cold oxygenated, sucrose-
based artificial cerebrospinal fluid (ACSF) containing (in mM):
248 sucrose, 3 KCl, 0.5 CaCl2, 4 MgCl2, 1.25 NaH2PO4,
26 NaHCO3, and 1 glucose, saturated with 95% O2 and 5% CO2.
The animals were then decapitated, the brain was removed and placed
in ice cold oxygenated sucrose-based ACSF cutting solution. 400 µm
coronal slices were sectioned using a Leica VT1200S vibratome. Slices
were then placed into room temperature ACSF containing (in mM):
124 NaCl, 3 KCl, 2 CaCl2, 1 MgCl2, 1.25 NaH2PO4, 26 NaHCO3 and
10 glucose saturated with 95% O2 and 5% CO2, where they were
maintained until recording.

Slices were transferred to a chamber and continuously perfused
with ACSF at 34°C. Red fluorescent protein (TdTomato) expressing
Lhx6 cells located in the dorsal striatum were visualized by infrared-
differential interference optics with a ×40 water-immersion
objective. For targeting TdTomato expressing neurons, slices were
illuminated by green light through the objective. Microelectrodes
(4–6 MΩ) were pulled from borosilicate glass (1.5 mm outer
diameter x 0.86 inner diameter) using a vertical P10 puller
(Narishige).

For current-clamp recordings, we targeted Lhx6-iCre;td-Tomato-
positive (Lhx6+) CINs, based on the large size of their soma and
typical tonic firing properties (Ahmed et al., 2019), and putative Lhx6+
fast-spiking GABAergic cells and discarded the somatostatin cells,
which present with elongated soma shape, very high input resistance
(>600 MΩ), low threshold spike (LTS), and typical AHP kinetics and
rebound firing (Tepper et al., 2010). We used a potassium-gluconate-
based intracellular solution containing (in mM): 140 K-gluconate,
10 HEPES, 2 NaCl, 4 KCl, 4 ATP, and 0.4 GTP. Neurobiotin
(2–5 mg/ml) was added for post-recording immunocytochemistry.
For voltage-clamp recordings, a cesium gluconate-based
intracellular solution was used containing (in mM): 120 Cs-
gluconate, 13 CsCl, 1 CaCl2, 10 HEPES, and 10 EGTA
(pH 7.2–7.4, 275–285 mOsm). We used the cesium-gluconate
solution to measure spontaneous and miniature GABAA currents
at the reversal potential for glutamatergic (+10 mV) events and
glutamatergic currents at -60 mV.

Electrophysiological signals were low-pass filtered on-line at
10 kHz with a Multiclamp 700B (Axon Instruments) amplifier and
acquired at a 20-kHz sampling rate with a LIH 8 + 8 (HEKA) data
acquisition board and WinWCP software (created by John Dempster,
University of Strathclyde). Circuit capacitance was corrected after
gigaseal formation. Series resistance and liquid junction potential were
not corrected. Following break-in, the test pulse was monitored for a
few seconds to ensure a stable, low access resistance (Ra <20MΩ). To
measure postsynaptic currents, the voltage was held at -70 mV for
AMPA/KA or +10 mV for GABAA events under NBQX and +40 mV
under NBQX 10uM, GABAZINE 10uM and 4-AP (10uM; Sigma).
PSC rise and decay times were calculated as the intervals between
20 and 100 percent of the PSC peak before and after the peak
respectively. Event detection was set to 1.5 times the background
noise. Electrophysiological data were analyzed in Easy

Electrophysiology. Threshold was detected based on the positive
peaks occurring above 10 mV/ms in the first derivative of the
membrane potential. A 500 m ramp was used to analyze the
rheobase, which was characterized as the lowest current inject to
elicit an action potential.

After patch clamp recordings, slices were immediately fixed in 4%
PFA for 2–5 h, rinsed in PBS (3 times, 30 min intervals) and kept
overnight at 4°C. The same procedure as described above, was
performed for immunostaining with 15’ washes.

Morphology

Images stacks (delta 1) for morphological reconstruction were
acquired using a Nikon A1 Confocal microscope (×40 objective) and
the Nikon Instruments Elements software. Morphological
quantification was done using the Surface and Filament tools in
the IMARIS software. The automatic component of the filament
tool reconstructed the dendritic field of the neuron with the
dendrite beginning point set to 15 µm and the end point set to
1 µm. The volume of dendritic spread was found by using the
Convex Hull Xtension of IMARIS.

Statistics

All statistical analysis was completed using ‘Prism 8’ by GraphPad.
If normally distributed, significance between data sets was examined
with a parametric students t-test.

Datasets with three groups were tested using a one-way ANOVA.
Datasets with two variables were tested with a two-way ANOVA with
Bonferroni post hocmultiple comparisons. Individual data values were
considered outliers if they extended beyond the mean ± 2.5x standard
deviation. A critical α value of 0.05 was employed to determine
significance, which is signified by p < 0.05*; p < 0.01**; p <
0.001***; p < 0.0001****. Error bars in all graphs show the
standard error of the mean.

Results

Expression of Cntnap2 in the mouse brain

Cntnap2/Caspr2 is known to be ubiquitously expressed
throughout the brain (Poliak et al., 1999) and its absence in the
Cntnap2 KO mouse model and in humans has been shown to trigger
behavioral characteristics of ASD (Penagarikano et al., 2011; Scott
et al., 2017). Yet, the intricacies of Cntnap2 expression during brain
development are not well characterized.

To examine this, we performed spatial transcriptomics (Stereo-
seq) on adult brain tissue to map Cntnap2 mRNA expression to
anatomical locations. Unbiased clustering found 23 clusters that
mapped onto known brain regions (Figure 1A), such as the
striatum (cluster 7), deep layers of the cortex (cluster 3) and
superficial layers of the cortex (cluster 4). Further clustering of
spatially defined co-expressed genes generated 12 distinct modules
(Figure 1B, Supplementary Figure S1A), revealing that the striatum
(Figure 1C; Module 5) displays an individual genetic profile involving
known biological pathways such as learning, cognition and locomotor
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behaviour (Supplementary Figure S1B). Furthermore, we found in this
module an enriched expression of Cntnap2 (Figure 1D;
Supplementary Figure S1C). When compared to cortical regions
(deep vs. superficial layers), the striatum showed significantly
higher levels of Cntnap2 (Figures 1D, E). Interestingly, we also
found that striatal cholinergic interneurons, expressing Choline
Acetyltransferase (ChAT) presented higher Cntnap2 levels,
compared to the rest of the striatal ChAT-negative population
(Figure 1F).

To confirm whether this feature originates from brain
development, we investigated Cntnap2 expression at embryonic
stages. Cntnap2/Caspr2 protein expression has been detected in
the mouse brain as early as E14 (Penagarikano et al., 2011).
However, its expression pattern in the embryonic ganglionic
eminences is largely unknown. To this end, we used a published
single-cell RNA-sequencing dataset of embryonic mouse ganglionic
eminences (Mi et al., 2018) and performed new analyses on
progenitors and postmitotic neurons of E12.5 and E14.5 MGE.
We used unsupervised clustering to classify MGE progenitors
into 10 transcriptionally distinctive clusters (P1-P10) with
characteristic regional and temporal patterns (Figure 2A;
Supplementary Figures S2A–F), and Cntnap2 expression was
quantified across these clusters (Figure 2B). We found that
Cntnap2 was highly expressed in some E12.5 and E14.5 clusters

(e.g., P4, P7, P9, Figure 2C), corresponding to progenitor cell
populations allocated primarily in the ventricular zone (VZ; P9)
and subventricular zone (SVZ; P4 & P7) and of the MGE
(Supplementary Figure S2F). Unsupervised clustering analysis
also revealed 11 postmitotic neuron clusters (N1-N11;
Figure 2D), and we observed Cntnap2 expression in some of
these clusters (Figures 2E, F). We also found that Cntnap2
expression is particularly enriched in cell clusters annotated as
cholinergic neurons, compared to cortical and striatal
interneurons (Figures 2G, H). Overall, these data indicate that
Cntnap2 is expressed in a subset of progenitors and postmitotic
neurons of embryonic MGE and remains enriched in the MGE-
derived cholinergic interneurons of the striatum in adult. We
hypothesized that this specific pattern of expression could
underlie some precise alterations to striatal cells in the absence of
Cntnap2. Specifically, we questioned whether there would be a
change to MGE cell proliferation in the Cntnap2 KO mouse
model of autism, potentially contributing to ASD aetiology.

MGE proliferation in the Cntnap2 KO mice

We examined the density of the proliferation marker Ki67 in the
MGE, at “early” (E12.5) and “late” (E14.5 & E15.5) embryonic stages,

FIGURE 1
Cntnap2 mRNA expression in the adult striatum (A) Unsupervised clustering in a sagittal adult mouse brain slice identified 23 clusters following stereo-
seq analysis at a 50 bin resolution. (B) Genes with significant spatial autocorrelation (FDR <0.05) grouped into 12 distinct modules. (C) Module 5 genes are
specifically enriched in the striatum. (D) Relative expression of module 5 genes in striatum and cortex clusters (Str: striatum, cluster 7, (D). Ctx: deep cortex,
cluster 3, S. Ctx: superficial cortex: cluster 4). (E) Cntnap2 mRNA expression levels in the deep and superficial cortex, and striatum clusters. Log2 fold
change and adjusted p values were calculated pairwise (deep ctx vs. sup. ctx: log2FC = 0.31, p < 0.0001; sup. ctx vs. str: log2FC = 0.17, p < 0.0001; deep ctx vs.
str: log2FC = 0.48, p < 0.0001). (F) Cntnap2 expression in two populations segregated based on Choline Acetyltransferase (ChAT, marker of cholinergic
interneurons). Scale: average expression.
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FIGURE 2
Cntnap2 mRNA expression in the embryonic medial ganglionic eminence at E12.5 and E14.5. (A) t-SNE plot depicting progenitor clusters by
unsupervised clustering. Progenitors from E12.5 and E14.5 MGE were jointly classified together into 10 clusters. Cells are colored by cluster identity. (B) t-SNE
plot shows Cntnap2 expression in MGE progenitor cells. (C) Cntnap2 expression within each progenitor cell cluster. Percent expressed represented by dots
(right), scale: average expression. (D) t-SNE plot showing neuronal clusters by unsupervised clustering. Neurons from E12.5 and E14.5 MGE were jointly
classified into 11 clusters. Cells are colored by cluster identity. (E) t-SNE plot shows Cntnap2 expression in MGE neurons. (F) Cntnap2 expression within each
post-mitotic neuron cluster. Percent expressed represented by dots (right), scale: average expression. (G) Heatmap illustrating the expression pattern of
knownmarker genes of cortical interneurons, striatal interneurons and cholinergic interneurons in the identified neuronal clusters. (H)Normalized expression
ofCntnap2 in cortical interneurons, striatal interneurons and cholinergic interneurons. (n = 355 cortical interneurons, 158 striatal interneurons, 57 cholinergic
interneurons, p < 0.0001, one-way ANOVA; cortical interneurons vs. striatal interneurons p = 0.999, cortical interneurons vs. cholinergic interneurons p <
0.0001, striatal interneurons vs. cholinergic interneurons p = 0.0001, Bonferroni post hoc test).
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FIGURE 3
MGE-derived interneuron cell numbers at early stages of development. (A) Ki67-positive progenitor cells (magenta) in the VZ and SVZ of the MGE
delineated by Tuj-1 staining (white), in Control and theCntnap2 knockout, scale: 50 µm. (B) Ki67-positive cell density in the VZ (E12.5: n = 3 Control, 3 KO, p =
0.440; E14.5: n = 4 Control, 5 KO, p= 0.001; E15.5: n = 6 Control, 5 KO, p=0.718) and (C) in the SVZ of the MGE across embryonic stages (E12.5: n = 3 Control,
3 KO, p = 0.578; E14.5: n = 4 Control, 5 KO, p = 0.106; E15.5: n = 6 Control, 5 KO, p = 0.686). (D) Thickness of the VZ and SVZ in the MGE, shown by Tuj-1
staining, scale: 100 µm. (E) Quantification of the thickness of the VZ (E12.5: n = 3 Control, 3 KO, p = 0.584; E14.5: n = 4 Control, 5 KO, p = 0.027; E15.5: n =
7Control, 6 KO, p=0.005) and (F) SVZ (E12.5: n = 3Control, 3 KO, p=0.739; E14.5: n = 4Control, 5 KO, p=0.046; E15.5: n = 6Control, 6 KO, p=0.040) across
embryonic stages. (G) DAPI staining of the striatum in Control and Cntnap2 KO, scale: 500 µm. (H)Quantification of the striatum area across early postnatal
stages in Control andCntnap2 KO (P0: n = 8Control, 5 KO, p=0.195; P4: n = 5 Control, 3 KO, p=0.007; P6: n = 3 Control, 5 KO, p=0.027; P10: n = 4Control,
4 KO, p = 0.768). (I) Lhx6 positive interneurons in the striatum, scale: 100 µm. (J) The number of Lhx6 positive interneurons in the Control and Cntnap2 KO

(Continued )

Frontiers in Cell and Developmental Biology frontiersin.org08

Ahmed et al. 10.3389/fcell.2023.1112062

https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org
https://doi.org/10.3389/fcell.2023.1112062


in the control and Cntnap2 KO mice (Figure 3A). We observed that
the number of progenitor cells in the VZ proliferative region were
transiently increased at E14.5, with no changes at E12.5 or E15.5
(Figure 3B) and in the SVZ (Figure 3C). To confirm this was not a
result of cells remaining in the cell cycle and/or accumulating in the
VZ, we labelled cells with EdU 1 h prior to immunostaining
(Flomerfelt and Gress, 2016). We observed no changes to the
density or proportion of EdU+ cells expressing Ki67 (i.e., cells that
were in DNA synthesis (S) phase an hour prior; Supplementary
Figures S3A–E). During the late stages of MGE development
(>E14), cell-division is biased towards neurogenic divisions and is
correlated with a reduction in the size of the VZ and SVZ progenitor
pools (Turrero Garcia and Harwell, 2017). We wondered whether this
process was altered in the Cntnap2 KO condition, as alterations in
progenitor cells has been reported in ASD (Satterstrom et al., 2020).
Whilst no changes were seen in the VZ and SVZ size at E12.5, we
found that the thickness of the VZ was significantly larger at E14.5,
and sharply decreased by E15.5 (Figures 3D, E). On the other hand, the
SVZ remained smaller at both E14.5 and E15.5 (Figures 3D, F).
Together, this indicates a short period of enhanced VZ
proliferation around E14.5, which is coupled to a larger VZ size
and higher density of progenitor cells. This is followed by a rapid
change to a more “mature” state of the VZ and SVZ, which decrease in
size earlier than in control conditions at E15.5. Interestingly, we found
that this was associated with a large increase in the number of
interneurons migrating towards the cortex (Supplementary Figures
S3F–H). We next wanted to assess whether the enhanced proliferation
and migration contribute to changes in the early postnatal brain.

MGE-derived interneuron cell number in the
Cntnap2 KO mice at perinatal stages

Previous studies have shown either no change or a decrease to
GABAergic and cholinergic interneuron populations in adulthood
(Penagarikano et al., 2011; Lauber et al., 2018). To reconcile this with
the embryonic increase in proliferation andmigration we observed, we
first quantified the morphological differences in the early postnatal
mouse brain. Indeed, enlargement in total brain volume have been
reported in ASD patients (Sacco et al., 2015). Yet, such deficits were
not studied in the Cntnap2 KOmice. Here, we found that the striatum
size is enlarged in the Cntnap2 KO condition, compared to control,
specifically at P4 and P6, then rectified by P10 (Figures 3G, H). This
was associated with a marked increase in the absolute number of
striatal interneurons at early postnatal stages, labelled with the specific
marker of MGE-derived precursors and interneurons, LIM homeobox
6 (Lhx6) transcription factor (Liodis et al., 2007); Figures 3I, J) between
P0 and P4. However, striatal Lhx6 interneuron number is normalized
from P6 in the Cntnap2 KO mice (Supplementary Figure S3I), and no
changes in cortical Lhx6+ cell density and prefrontal cortex thickness
was observed (Supplementary Figures S3J–L).

Since the first postnatal week corresponds to a critical period for brain
development, with notable cell death episodes (Wong et al., 2018;
Sreenivasan et al., 2022), we hypothesized that changes to apoptosis
were responsible for the restoration of cell number. As previously
described in the striatum, Lhx6+ cell death occurs around P6
(Sreenivasan et al., 2022). Quantification of the marker Caspase-3
across early postnatal stages within the Lhx6+ interneuron population
showed a 49% cell loss at P6 in control conditions, as previously reported
(Sreenivasan et al., 2022), and an increase to 58% cell loss in the Cntnap2
KOmice (Figures 3K, L).More cell death was also seen in the neocortex in
the Cntnap2 KOmice, compared to controls (data not shown). Together,
these findings show that in the absence ofCntnap2, an embryonic increase
in cell proliferation in the MGE leads to an increase in interneuron
numbers at early postnatal stages, which is compensated for by additional
cell death to rectify this back to control levels. As previously described
(Vogt et al., 2017), we did not find any differences in the number ofMGE-
derived cells in the adult striatum (n = 3 control and n = 3 KO; data not
shown). However, alterations to cellular development during embryonic
and early postnatal periods are likely to trigger morpho-functional
modifications that could contribute to ASD aetiology. Therefore, we
next analyzed whether the properties of the striatal Lhx6+ interneurons
where modified at these stages.

Morpho-functional properties of the MGE-
derived striatal interneurons in the Cntnap2
KO mice

Analysis of spatial transcriptomics and single-cell RNA
sequencing data indicated higher levels of Cntnap2 in putative
MGE-derived cholinergic neuron populations (Figure 1 and
Figure 2), potentially suggesting that Cntnap2 plays a specific role
in CINs. To determine whether this population was preferentially
altered following Cntnap2 deletion, and likely contribute to the ASD-
related alterations, we quantified the proportion of the Lhx6+

interneurons expressing ChAT at early postnatal stages. At P0,
there was a greater proportion of interneurons that were
cholinergic in the Cntnap2 KO condition (Figures 4A, B) and
correspondingly, this proportion was decreased at P6, specifically
in the dorsolateral striatum (DLS; Figure 4C). This decrease was
specific to the Lhx6+ cholinergic cell population, as we did not find
any alterations in the cholinergic Lhx6-negative cells in the striatum
(Supplementary Figures S4A, B).

We next wondered whether the molecular profile of these cells was
changed. We first analyzed the molecular profile of Lhx6-expressing
interneurons by qRT-PCR, at embryonic and perinatal stages in the
control and Cntnap2 KOmice. Whilst we found that expression levels
of genes related to cholinergic identity such as ChAT, Lhx8, Gbx2 and
Zic4 (Ahmed et al., 2019) remain unchanged between the two
conditions in the MGE and the postnatal striatum (P6: Figure 4D
and Supplementary Figure S4C), we observed increased levels of

FIGURE 3 (Continued)
striatum across early postnatal stages (P0: n = 7 Control, 5 KO, p = 0.019; P4: n = 5 Control, 3 KO, p = 0.0001; P6: n = 3 Control, 5 KO, p = 0.606; P10: n =
4 Control, 3 KO, p = 0.343). (K) Expression of the cell death marker Caspase-3 in striatal Lhx6 positive interneurons, scale: 20 µm. (L) Quantification of
Lhx6 positive interneurons expressing Caspase-3 across early postnatal stages in the Control and Cntnap2 KO conditions (P4: n = 6 Control, 5 KO, p = 0.259;
P6: n = 4Control, 5 KO, p= 0.033; P10: n = 4 Control, 3 KO, p =0.898). Unless otherwise specified, a Student’s t-test was used to determine significance,
p < 0.05:*, p < 0.01:**, p < 0.001:***, p < 0.0001:****.
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ChAT protein within striatal cholinergic Lhx6+ interneurons at P6
(Figure 4E), but not cholinergic Lhx6-negative interneurons
(Supplementary Figure S4D). We also quantified a decrease in
Lhx6 mRNA levels (Figure 4F), with no change to the
Lhx6 protein expression levels in the Lhx6+ cells at P6 (Figure 4G).
This data suggests different post-transcriptional control of the striatal
Lhx6+ interneurons in the Cntnap2 KO mice, compared to controls.

We then performed in vitrowhole-cell patch clamp recording of the
Lhx6+ cells in the P6 striatum, to assess whether the electrical and
morphological features of those cells were altered in the absence of
Cntnap2. We separated Lhx6+ CINs and GABAergic neurons in the
control and Cntnap2 KOmice, based on their firing properties and post
hoc staining (Supplementary Figure S5A; Tables 1, 2). The Lhx6+ CINs
display spontaneous tonic activity in current-clamp mode (Ahmed
et al., 2019) which appears reduced (Figures 5A, B) and far more
irregular in the Cntnap2 KO condition (Figure 5C). This was also
reflected in evoked firing rates upon current injection, which were also
significantly decreased (Figures 5D, E), whilst the input resistance was
lower (Table 1). Sag ratio and spike adaptation were similar in control
and KO Lhx6+ CINs (Table 1), suggesting similar level of maturation of
the conductances. Reduced firing frequency was also observed in the

adult CINs, suggesting persistent developmental alterations in the
Cntnap2 KO conditions (Reynolds et al., unpublished).

Because cell activity regulates morphological development and
Cntnap2 has been reported to stabilize interneuron dendritic arbors
(Gao et al., 2018), we next investigated whether cell morphology was
affected in the Cntnap2 KO condition. We performed morphological
analysis of the striatal Lhx6+ CINs to verify whether their development
at P6 was impaired in the absence of Cntnap2 (Figure 5F). We found
that Lhx6+ CINs were more complex at proximal dendrites (i.e. ~
50 µm from the soma; Figure 5G), and presented increased branching
and dendritic segments (Supplementary Figures S4E–H).

We also checked the electrophysiological properties of the putative
Lhx6+ GABAergic interneurons (that are negative for ChAT
immunostaining; Supplementary Figure S5A). Whilst most of the
basic intrinsic properties remained unchanged (Table 2), we found a
significant increase in the rheobase (Supplementary Figure S5B),
associated with a lower firing at intermediate depolarizing steps,
but not at maximum firing (Supplementary Figures S5C, D). The
morphological characteristics were also changed, with more complex
arborization at distal dendrites (i.e. >50 µm from the soma) and larger
volume of spread (Supplementary Figures S5E, J).

FIGURE 4
Molecular identity of the developing striatal Lhx6+ interneurons in Control and Cntnap2 KO mice (A) Expression of the cholinergic marker ChAT in the
Lhx6+ interneurons of the striatum at P6, scale: 20 µm. (B) Density of ChAT positive and ChAT negative Lhx6+ interneurons in the Control and Cntnap2 KO
striatum at P0 (n = 5Control, 3 KO, p=0.043 ChAT+, p=0.259 ChAT-). (C)Density of ChAT positive and ChAT negative Lhx6+ interneurons in the Control and
Cntnap2 KO at P6, in the dorsomedial (DMS, n = 3 Control, 4 KO, p = 0.893 ChAT+, p = 0.644 ChAT-) and dorsolateral (DLS, n = 3 Control, 3 KO, p =
0.016 ChAT+, p = 0.398 ChAT-) striatum. (D) RelativeChATmRNA expression in the striatum in Control andCntnap2 KO conditions at P6 (n = 7 Control, 7 KO,
p = 0.465). (E) Normalized ChAT protein levels in striatal cholinergic interneurons, in Control and Cntnap2 KO conditions (n = 110 cells, 4 Control, 91 cells,
3 KO, p = 0.00005). (F) Relative Lhx6 mRNA expression in the striatum, in Control and Cntnap2 KO conditions at P6 (n = 10 Control, 10 KO, p = 0.041). (G)
Normalized Lhx6 protein levels in striatal interneurons, in Control and Cntnap2 KO conditions (n = 40 cells, 4 Control, 42 cells, 3 KO, p = 0.129). Unless
otherwise specified, a Student’s t-test was used to determine significance, p < 0.05:*, p < 0.01:**, p < 0.001:***, p < 0.0001:****.
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To further characterize the changes in synaptic connectivity in the
Cntnap2 KO mice, we performed voltage-clamp recordings of the
inhibitory and excitatory inputs onto Lhx6+ interneurons at P6. We
found that cells receive similar GABAergic and α-Amino-3-hydroxy-
5-methyl-4-isoxazolepropionic acid (AMPA)/Kainate-driven
glutamate inputs (Supplementary Figures S6A–J) in control and

Cntnap2 KO mice. However, Lhx6+ interneurons receive more
N-methyl-D-aspartate (NMDA) receptor-driven glutamate inputs
at P6 in the KO condition (Supplementary Figures S6K–O). This
was associated with a shift in the expression of glutamate receptors
such as the metabotropic receptor mgluR5 (Supplementary Figures
S6P, Q), and glutamate receptor NR2 C & D subunits (Supplementary

TABLE 1 Intrinsic properties of Lhx6+ striatal cholinergic interneurons in the control and Cntnap2 KO mice at P6.

Lhx6+ cholinergic interneurons

Property

Control KO p

Mean n Mean n

Resting membrane potential (mV) −44.90 ± 1.55 16 −47.44 ± 2.27 12 0.368

Input resistance (MΩ) 551.24 ± 60.17 14 408.61 ± 23.79 12 0.049

Membrane capacitance (pF) 596.63 ± 59.82 14 802.39 ± 125.74 12 0.135

Sag ratio 0.27 ± 0.03 10 0.30 ± 0.07 7 0.676

Spike adaptation index 0.60 ± 0.05 14 0.60 ± 0.05 11 0.926

Latency to first spike (ms) 19.64 ± 3.13 14 21.59 ± 3.22 11 0.671

Action potential threshold (mV) −35.59 ± 1.18 15 −36.58 ± 1.97 12 0.655

Action potential amplitude (mV) 51.95 ± 2.13 15 50.13 ± 3.62 12 0.654

Action potential rise time (ms) 1.07 ± 0.09 15 0.77 ± 0.06 12 0.017

Action potential decay (ms) 2.05 ± 0.01 15 2.02 ± 0.02 12 0.229

Action potential halfwidth (ms) 2.71 ± 0.16 15 2.50 ± 0.14 12 0.347

Action potential fast AHP (mV) 9.02 ± 1.23 15 6.11 ± 1.35 12 0.126

Action potential medium AHP (mV) −13.77 ± 1.22 15 −13.78 ± 1.00 12 0.993

AHP: Afterhyperpolarization. Statistics from two-sample Student’s t-test.

TABLE 2 Intrinsic properties of Lhx6+ striatal GABAergic fast-spiking interneurons in the control and Cntnap2 KO mice at P6.

Lhx6+ putative fast spiking interneurons

Property

Control KO p

Mean n Mean n

Resting membrane potential (mV) −54.45 ± 1.50 22 −53.98 ± 3.09 13 0.880

Input resistance (MΩ) 780.28 ± 75.02 19 406.55 ± 47.03 14 0.0005

Membrane capacitance (pF) 805.33 ± 126.76 19 1064.36 ± 273.87 14 0.357

Latency to first spike (ms) 270.01 ± 35.37 6 315.87 ± 25.58 10 0.303

Action potential threshold (mV) −35.49 ± 1.43 19 −32.45 ± 1.91 11 0.184

Action potential amplitude (mV) 48.15 ± 1.80 19 44.59 ± 3.43 11 0.320

Action potential rise time (ms) 0.72 ± 0.05 19 0.59 ± 0.05 11 0.078

Action potential decay (ms) 1.80 ± 0.05 19 1.59 ± 0.09 11 0.031

Action potential halfwidth (ms) 1.74 ± 0.12 19 1.22 ± 0.11 11 0.006

Action potential fast AHP (mV) -2.69 ± 1.72 19 -10.89 ± 1.09 11 0.002

Action potential medium AHP (mV) −13.15 ± 0.92 19 −15.37 ± 0.70 11 0.105

AHP: Afterhyperpolarization. Statistics from two-sample Student’s t-test.
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Figures S6R, S), but not NR1 and NR2 A & B subunits (data not
shown). Overall, these results reveal lower cell excitability and altered
synaptic connectivity in the Lhx6+ interneuron population of the
P6 striatum in the Cntnap2 KO mice.

Discussion

From early prenatal stages through childhood, the striatum
undergoes an avalanche of developmental events that shape
network formation (Dehorter et al., 2012; Dehorter and Del

Pino, 2020). Yet, how the maturation of the striatal
interneurons is sculpted in ASD has remained poorly
investigated. Here, we demonstrated that the developmental
trajectory of striatal MGE-derived interneurons is perturbed in
the Cntnap2 KO mouse model of ASD from embryonic stages. In
particular, we uncovered enhanced proliferation of neural
progenitor cells, followed by an early maturation of the VZ and
SVZ of the MGE, and accumulation of cells in the migratory
stream. This led to transitory changes to the developing brain
size, and heightened postnatal cell loss (20% increase) during the
canonical window of developmental cell death in the striatum
[around P6; (Sreenivasan et al., 2022)]. These alterations were
associated with intrinsic perturbations to interneuron
physiological properties, neuronal differentiation and
connectivity that are likely to support striatal-related
impairments described in the Cntnap2 KO mice model (Scott
et al., 2017).

Altered proliferation and migration of the
striatal cholinergic interneurons following
Cntnap2 deletion

Using high-resolution spatial transcriptomics (Stereo-seq) and
scRNAseq data from the MGE, we described the spatial pattern of
expression of Cntnap2 in the adult brain and at embryonic stages in
the MGE, where we could detect some Cntnap2+ cells, as early as E12.
We reveal that Cntnap2 expression is enriched in the progenitor cells,
as well as post-mitotic neurons of the striatum and in particular, in
the MGE-derived cholinergic interneurons. Since we observed a shift
in the proportion of Lhx6+ CINs produced, and enhanced cell-specific
cell death in the Cntnap2 KO mice, we established that deletion of
Cntnap2 preferentially affected these cells. Considering Cntnap2 is
known to control processes that occur in more developed cells (e.g.,
myelination, synapse maintenance. . .), it was interesting to find
Cntnap2 in progenitor cells. Does Cntnap2 regulate neural
progenitor cell physiology? Some of our data from in vitro patch
clamp recordings at E16 suggest that the basic electrical properties of
the progenitor cells are unchanged in the Cntnap2 KO condition
(Data not shown). However, the Cntnap2 protein expression levels
and precise subcellular distribution of the potassium channel
subunits Kv1.2 (Poliak et al., 1999; Scott et al., 2017) remain to be
determined, to fully appreciate the functional impact Cntnap2 has on
different embryonic cell types. Since Cntnap2 is expressed
ubiquitously in the developing brain, it will be necessary to use a
conditional mutant to better analyze the specific intricacies of
Cntnap2 that may affect cell function and early cell
communication. Overall, our results emphasize the importance of
further study how a human disease risk gene such as Cntnap2
regulates interneuron development. Indeed, Cntnap2 is expressed
in theMGE progenitors cells in humans (Satterstrom et al., 2020), and
in future sub-pallial cholinergic and GABAergic neurons (Shi et al.,
2021), suggesting that potential therapeutic interventions could be
conducted from embryonic stages to rectify the altered developmental
trajectory in ASD, but also a range of neurodevelopmental disorders
such as schizophrenia, intellectual disability, dyslexia, epilepsy and
attention-deficit hyperactivity disorder (Rodenas-Cuadrado et al.,
2014; Poot, 2015).

FIGURE 5
Morpho-functional alterations to the Lhx6+ cholinergic
interneuron population in the Cntnap2 KO mice. (A) Spontaneous tonic
firing of the P6 Lhx6+ cholinergic interneurons at resting membrane
potential. (B) Quantification of cholinergic interneuron tonic firing
rate firing in Control and Cntnap2 KO conditions (n = 13 Control, 10 KO
cells; p = 0.034). (C) Coefficient of spike variation of cholinergic
interneuron tonic firing in Control and Cntnap2 KO conditions (n =
11 Control, 10 KO cells; p = 0.026). (D) Evoked firing of P6 Lhx6+
cholinergic interneurons. (E) Evoked firing rate in Control and Cntnap2
KO conditions across increasing current inputs (n = 8 Control, 12 KO,
pgenotype = 0.015, pinteraction = 0.025, two-way ANOVA, repeated
measures). (F) Patched cholinergic interneuron loaded with neurobiotin
(left) used for morphological reconstruction (right) in Control and
Cntnap2 KO conditions, scale: 20 µm. (G) Sholl analysis measuring the
number of dendrites intersecting circles increasing in radius by 1 µm (n =
4 Control, 9 KO, p = 0.049, two-way ANOVA). Unless otherwise
specified, a Student’s t-test was used to determine significance, p < 0.05:
*, p < 0.01:**, p < 0.001:***, p < 0.0001:****.
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Readjustment of normal cell number during
the first postnatal week

Disruption of cholinergic interneurons (CINs) in the striatum
generate network and behavioral modifications significant to ASD
(Rapanelli et al., 2017a; Caubit et al., 2022). Yet, how developing CINs
are impacted in ASD has been poorly explored. By uncovering
preferential and specific developmental modifications of the striatal
interneuron maturation at embryonic and early postnatal stages, we
demonstrate that the MGE-derived Lhx6+ CINs, which represent at
least 50% of the striatal cholinergic contingent (Magno et al., 2017), are
primarily affected by the absence of Cntnap2, suggesting that these
cells substantially contribute to the ASD-related alterations observed
in the Cntnap2 KO conditions. Whether this is the case for ASD in
general will need to be further assessed by examining the alterations of
MGE-derived cholinergic interneurons in other ASD mouse models.
In addition, investigating the specific role of Cntnap2 in CINs vs. other
striatal cells with conditional mutants will be essential to delineate the
specific role of CINs in ASD pathophysiology.

Evidence shows in utero alterations in ASD (Satterstrom et al.,
2020), with enlargement of the brain size and cell number (Bonnet-
Brilhault et al., 2018). Concurrently, we found an expansion of the
MGE proliferative zone around E14.5, and a shift in Lhx6+ cell
migration, exemplified by an early reduction of the VZ proliferative
zone in the MGE, and enlarged cortical migratory stream. However,
there is still no rationale about whether alterations in the scaffold
protein Cntnap2 can lead to migration abnormalities in these
interneurons (Rapanelli et al., 2017b). Striatal cell migration is
tightly regulated (Villar-Cervino et al., 2015), and genetic and
environmental factors that perturb cell migration and distribution
result in improper cell positioning, and E/I imbalances in ASD (Guo
and Anton, 2014; de la Torre-Ubieta et al., 2016). There are reciprocal
mechanisms at play in the developing brain, whereby interneuron
migration influences principal cell generation (Silva et al., 2018), and
activity of the principal cells affects interneuron cell survival (Wong
et al., 2018). In addition, it has been shown that cell-intrinsic
properties of interneuron migration controls the flow of
interneurons invading the cortex and also impairs the generation
of age-matched projection neurons of the upper cortical layers (Silva
et al., 2018). Indeed, previous studies have shown a redirection of late-
born cortical interneurons from upper layers to deeper layers in the
Cntnap2 knockout (Penagarikano et al., 2011). This is reflected in our
findings with the increase in thickness of the superficial migratory
stream which underlies the increase in Lhx6+ cell density in the deep
layers of the prefrontal cortex at early developmental stages. Cell
numbers in the PFC at later developmental stages were unchanged,
consistent with recent studies (Scott et al., 2017; Lauber et al., 2018).

Further study is required to decipher the mechanisms underlying
the involvement of specific striatal CINs, which are known to support
the pathophysiology of ASD (Caubit et al., 2022), and how changes in
cell number and positioning-although transitory-influence other
striatal interneurons and output neurons, either directly or by
compensatory mechanisms, and the establishment of functional
neuronal assemblies within the striatum. Indeed, any alterations in
developing interneuron function is expected to alter the excitation-
inhibition balance and, overall striatal activity, to ultimately impact
activity-dependent mechanisms such as perinatal network oscillations
that are fundamental to build functional circuitries (Dehorter et al.,
2012). A reduction in inhibitory power in different neuronal circuits

(e.g., striatum vs. cortex) is expected to have distinctive impact on the
excitation-inhibition balance. For example, there are no glutamatergic
neurons in the striatum, compared to the cortex. This could explain
whymorphological alterations in the cortical GABAergic interneurons
(Gao et al., 2018) are different compared to the striatal GABAergic
interneurons (Supplementary Figure S5). In terms of a mechanism, a
possibility is that interneurons could adjust their polarity in response
to region-specific chemotactic cues (Rodenas-Cuadrado et al., 2014) to
populate their final location, affecting cell morphological architecture.
However, we also cannot discard that migration of the striatal output
neurons, also affected in the Cntnap2 KO condition, could directly
participate to this phenotype. Employing a conditional knockout for
Cntnap2 will address these questions and tease apart the cellular and
brain region specificity of the impact of Cntnap2 in developing cell
migration and connectivity.

During the first two postnatal weeks, massive cell death event
[i.e., up to 50% cell death; (Wong et al., 2018)] occurs in the brain.
During this key period, inactive MGE-derived interneurons are more
likely to die than active neurons (Denaxa et al., 2018; Wong et al.,
2018). With the marked reduction of striatal cell number and increase
in caspase-positive cells detected between P4 and P6, our data reveals
that apoptosis is enhanced in the MGE-derived cells of the Cntnap2
KO mice. Whilst the canonical window of developmental cell death
does not appear to be shifted in this condition, the extent of cell loss
appeared increased. Interestingly, the final number of CINs is
regulated by the activity of the striatal output neurons, also called
spiny projection neurons (SPN). When the SPN activity is increased,
CIN survival is diminished (Sreenivasan et al., 2022). Therefore, we
speculate that loss of striatal CIN in the Cntnap2 KOmice may be due
to an increase in SPN activity, probably driven by an early maturation
of the cortico-striatal pathway, reported in ASD mouse models
(Peixoto et al., 2016). Future directions will require to study the
mechanisms supporting this process, such as the involvement of
molecules such as the phosphatase and tensin homolog deleted on
chromosome 10 (PTEN), which controls cell death (Wong et al.,
2018), and the role of its interactor Tau (Tai et al., 2020). Together
with the substantial loss in MGE-derived interneurons in the Cntnap2
KO mice, we found a large decrease in the excitability of the Lhx6+

interneurons of the striatum.We hypothesize that changes in early cell
activities also provide a feedback loop that represents a homeostatic
mechanism for fine-tuning the number of interneurons (Denaxa et al.,
2018), and contribute to the striatal apoptotic process. Whether these
mechanisms are conserved in other interneuron types coming from
the pre-optic area, septal neuroepithelium (which give rise to 50% of
the CINs (Magno et al., 2017)), caudal ganglionic eminence (Ahmed
et al., 2019), and other proliferative regions (e.g., cortical VZ, lateral
ganglionic eminence), to contribute to the overall phenotype observed
in this study, will need to be further investigated in Cntnap2
conditional mutants.

Striatal interneuron function and network
activity

Cntnap2 is known to play a role in cell firing properties,
influencing latency of adult cell firing, via loss of the potassium
channel subunit Kv1.2 (Vogt et al., 2017). Here, we unveiled key
physiological cell deficits during a key perinatal period (Dehorter
et al., 2012), during which activity-dependent mechanisms
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dynamically adjust the number of interneurons in developing
circuits, and ultimately establish the correct proportions of neural
connections in a structure to be functional (Wong et al., 2018). In
other words, these critical early neural activities are thought to
represent checkpoints that ensure the proper formation of
neuronal circuits (Dehorter et al., 2012). In this study, we
observed a reduction in cell excitability, associated with increased
expression of the metabotropic glutamate receptor mgluR5 and a
decrease in the expression of the NMDA NR2 C/D subunits in the
Cntnap2 KO mice, which mediate large synaptic currents in
interneurons (von Engelhardt et al., 2015), confers different
sensitivity of the receptors to ligands (Williams et al., 1993), and
provide a critical source of Ca2+entry via trophic glutamate signaling
(Paoletti et al., 2013), which could add to the impact on
synaptogenesis and their well-described role in potentiation
(i.e., LTP/LTD; (Luscher and Malenka, 2012)). In addition,
NMDA receptor-dependent and voltage-gated calcium channels
activation are also known trigger calcium influx that promotes
cell survival (Desfeux et al., 2010). They also mediate
transcriptional cascades to control gene expression during the
development of MGE-derived interneurons. In particular, specific
loss of NMDA receptors in the MGE has been shown to result in a
downregulation of diverse transcriptional, synaptogenesis and
membrane excitability regulatory programs (Mahadevan et al.,
2021). In addition, we found less NMDA-driven inputs onto
Lhx6+ interneurons and larger dendritic complexity, overall
indicating an early maturation of the glutamatergic processing in
these cells (Peixoto et al., 2016). We propose that these qualitative
changes in striatal interneuron physiology will impact global neural
activity levels and the formation of specific synaptic connections, as
seen in other ASD mouse models (Cheyne et al., 2019; Bitzenhofer
et al., 2021). A better understanding of the functional link between
the early alterations in the developing interneurons, and the
establishment of operative neuronal assemblies is required to
appreciate the consequent behavioral deficits (i.e., repetitive
movements) that are contingent to the malfunction of the mature
striatal network in ASD (Penagarikano et al., 2011). For example,
calcium imaging recordings should determine how shifting
interneuron excitability shapes synapse-driven early network
oscillations, such as the giant depolarizing potentials (Dehorter
et al., 2011) to control the emergence of functional circuitry in
the mature striatum (Dehorter et al., 2012).

The current literature lacks an understanding of the intricate
alterations to interneuron development in ASD and how this could
contribute autism aetiology. Together, this study forms the basis to
further explore the mechanisms underlying deficits of the developing
interneurons in ASD. These findings emphasize the importance of
considering targeting developing interneurons to restore normal
developmental brain trajectory in ASD.
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Appendix D: Details of contributions 

 

Chapter 2: 

Figure 2.3: Data in panels A-G contributed to an honours thesis (Noorya Ahmed, 2018). 

Figure 2.4: Electrophysiological recordings (B-C) were performed and analysed by Yadollah Ranjbar 

Slamloo (YRS). Data in panels D-M contributed to an honours thesis (Noorya Ahmed, 2018), except 

for distal dendrite measures in panels E & G.  

Figure 2.5: Data in panels B & C contributed to an honours thesis (Noorya Ahmed, 2018). 

Chapter 3:  

Figure 3.5: Analysis code for open field mouse tracking was modified by Rebekah Parkinson (RP). 

Figure 3.6: DigiGait experimentation and analysis (panels D-I) was done by RP. NA contributed to the 

experimental procedures.  

Figure 3.10: Cell counting in adult mice was performed by Melissa Ritchie (MR) and Lachlan Kimpton 

(LK), under supervision from NA, on images collected by NA, MR, LK.  

Chapter 4: 

Figure 4.2: Stereo-seq was done in collaboration with Ulrike Schumann (US) and Lixinyu Liu (LL). 

Tissue collection was done by NA and US, tissue processing and experimental procedure was done by 

US, analysis was done by LL, with contributions and direction from NA.  

Figure 4.3: Lhx6 cell counting was done in collaboration with Rhys Knowles (RK). NA performed all 

experimental processes and preliminary analyses, RK performed the cell counting via an ImageJ/Fiji 

macro.  

Figure 4.4: Cholinergic interneuron cell counting was done in collaboration with Yovina Sontani (YS). 

YS performed cell counting at P0, NA performed cell counting at P6.  

Figure 4.5: mRNA and protein analyses were done with YS and Yumeng Wang (YW).  

Figure 4.7 & 4.8: CIN electrophysiology data was contributed to by Nathan Reynolds (NR) and Isabel 

del Pino (IDP). Both contributed to electrophysiology recordings of CINs and PV-INs, all analysis was 

done by NA.  

Figure 4.9: Recordings were contributed to by IDP and NR. Initial analysis of EPSC characteristics 

(panel F-J) was performed by NR, with later modifications by NA. Panels P-S were generated by YW 

and YS.   
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Appendix E: Electrophysiology Result Tables 

The following tables correspond to electrophysiology data presented in this thesis. Statistical 

tests displayed were Student’s t-tests or (#) non-parametric Mann-Whitney tests.  

Table 4: Intrinsic properties of Lhx6+ striatal cholinergic interneurons in control and Lhx6-Er81 

cKO mice at P5-7 

 

 

Table 5: Intrinsic properties of Lhx6+ striatal cholinergic interneurons in control and Lhx6-Er81 

cKO mice at P30+ 

 

 

  

 

Lhx6+ Cholinergic Interneurons P5-7 

Property 

Control Er81 cKO 
p 

Mean n Mean n 

Resting membrane potential (mV) -48.37 ± 1.43 9 -46.88 ± 1.69 7 0.5095 

Input resistance (MΩ) 474.43 ± 59.05 9 412.13 ± 102.6 7 0.5872 

Membrane capacitance (pF) 767.24 ± 123.66 9 650.02 ± 78.98 7 0.4683 

Sag ratio 0.17 ± 0.03 9 0.22 ± 0.05 7 0.4698# 

Spike adaptation index 0.44 ± 0.07 9 0.44 ± 0.07 7 0.9906 

Spontaneous firing rate (Hz) 1.56 ± 0.42 8 1.08 ± 0.23 6 0.3779 

Coefficient of Spike Variation  0.72 ± 0.21 8 0.50 ± 0.14 6 0.4069 

Action potential threshold (mV) -34.38 ± 2.25 9 -36.65 ± 1.76 7 0.4591 

Action potential amplitude (mV) 50.74 ± 2.68 9 51.53 ± 2.76 7 0.8416 

Action potential rise time (ms) 0.94 ± 0.07 9 1.13 ± 0.13 7 0.2080 

Action potential decay (ms) 3.10 ± 0.07 9 3.12 ± 0.06 7 0.8247 

Action potential halfwidth (ms)  2.74 ± 0.18 9 2.97 ± 0.15 7 0.3781 

Action potential fast AHP (mV) 2.46 ± 1.34 9 3.01 ± 1.16 7 0.8665 

Action potential medium AHP (mV) -13.56 ± 2.79 9 -11.96 ± 1.07 7 >0.9999 

 

Lhx6+ Cholinergic Interneurons P30+ 

Property 

Control Er81 cKO 
p 

Mean n Mean n 

Resting membrane potential (mV) -44.10 ± 1.80 7 -45.24 ± 1.59 5 0.6628 

Input resistance (MΩ) 181.70 ± 36.33 7 289.75 ± 99.33 5 0.2727 

Membrane capacitance (pF) 655.73 ± 76.73 7 1729.70 ± 528.04 5 0.0371 

Sag ratio 0.13 ± 0.05 7 0.06 ± 0.03 5 0.3352 

Spike adaptation index 0.52 ± 0.11 7 0.55 ± 0.08 5 0.7986 

Spontaneous firing rate (Hz) 3.83 ± 1.46 7 5.71 ± 1.92 5 0.4458 

Coefficient of Spike Variation  0.67 ± 0.13 7 0.44 ± 0.15 5 0.2670 

Action potential threshold (mV) -44.89 ± 1.36 7 -40.13 ± 1.83 5 0.0588 

Action potential amplitude (mV) 55.18 ± 5.10 7 53.71 ± 6.58 5 0.8608 

Action potential rise time (ms) 0.64 ± 0.08 7 0.67 ± 0.15 5 0.8593 

Action potential decay (ms) 2.86 ± 0.17 7 2.44 ± 0.29 5 0.2067 

Action potential halfwidth (ms)  2.06 ± 0.26 7 1.66 ± 0.19 5 0.2726 

Action potential fast AHP (mV) 0.26 ± 1.99 7 -6.12 ± 1.46 5 0.0381 

Action potential medium AHP (mV) -7.38 ± 0.53 7 -11.66 ± 0.73 5 0.0007 
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Table 6: Intrinsic properties of Lhx6+ striatal GABAergic fast spiking interneurons in control 

and Lhx6-Er81 cKO mice at P5-7 

 

 

Table 7: Intrinsic properties of Lhx6+ striatal GABAergic parvalbumin positive/fast spiking 

interneurons in control and Lhx6-Er81 cKO mice at P30+ 

 

 

Table 8: Intrinsic properties of striatal parvalbumin positive in control and PV-Er81 cKO mice at 

30+ 

 

  

 

Lhx6+ Putative Fast Spiking Interneurons P5-7 

Property 

Control Er81 cKO 
p 

Mean n Mean n 

Resting membrane potential (mV) -57.07 ± 1.69 12 -60.12 ± 1.82 11 0.2334 

Input resistance (MΩ) 453.83 ± 46.09 13 281.12 ± 34.08 13 0.0060 

Membrane capacitance (pF) 601.65 ± 128.60 13 794.85 ± 93.29 13 0.2358 

Rheobase (pA) 23.61 ± 3.64 13 57.04 ± 7.35 13 0.0010# 

Latency to first spike (ms) 127.82 ± 24.55 13 113.92 ± 18.68 13 0.8798# 

Maximum firing frequency (Hz) 53.69 ± 3.57 13 62.00 ± 4.48 13 0.1599 

Action potential threshold (mV) -32.51 ± 1.56 13 -33.51 ± 0.92 13 0.5861 

Action potential amplitude (mV) 42.87 ± 3.26 13 40.58 ± 3.06 13 0.6129 

Action potential rise time (ms) 0.82 ± 0.07 13 0.81 ± 0.06 13 0.9532 

Action potential decay (ms) 2.25 ± 0.14 13 2.36 ± 0.13 13 0.5553 

Action potential halfwidth (ms)  1.73 ± 0.18 13 1.72 ± 0.11 13 0.6866# 

Action potential fast AHP (mV) -8.34 ± 1.15 13 -7.24 ± 0.66 13 0.4147 

Action potential medium AHP (mV) -10.65 ± 0.86 13 -9.33 ± 0.86 13 0.1389# 

 

Lhx6+ Putative Fast Spiking Interneurons/ PV+ Interneurons P30+ 

Property 

Control Er81 cKO 
p 

Mean n Mean n 

Resting membrane potential (mV) -65.39 ± 2.85 11 -68.87 ± 1.68 12 0.2949 

Input resistance (MΩ) 205.40 ± 31.27 23 222.38 ± 34.15 18 0.7850# 

Membrane capacitance (pF) 1246.00 ± 516.90 23 556.65 ± 94.76 18 0.7063# 

Rheobase (pA) 164.09 ± 48.22 9 178.29 ± 59.62 7 0.8541 

Latency to first spike (ms) 192.66 ± 49.57 9 335.68 ± 52.78 7 0.0704 

Maximum firing frequency (Hz) 141.50 ± 11.39 16 159.11 ± 9.38 9 0.3058 

Action potential threshold (mV) -38.86 ± 1.52 23 -36.01 ± 1.70 18 0.2192 

Action potential amplitude (mV) 47.01 ± 1.94 23 44.47 ± 2.06 18 0.3787 

Action potential rise time (ms) 0.34 ± 0.03 23 0.36 ± 0.03 18 0.3283# 

Action potential decay (ms) 0.85 ± 0.10 23 0.96 ± 0.10 18 0.0806# 

Action potential halfwidth (ms)  0.59 ± 0.06 23 0.67 ± 0.06 18 0.1067# 

Action potential fast AHP (mV) -7.40 ± 0.77 23 -8.92 ± 0.68 18 0.1602 

Action potential medium AHP (mV) -7.72 ± 0.57 23 -8.80 ± 0.54 18 0.1850 

 

Fast Spiking Interneurons/ PV+ Interneurons P30+ 

Property 

Control Er81 cKO 
p 

Mean n Mean n 

Resting membrane potential (mV) -72.90 ± 1.59 6 -73.12 ± 0.95 7 0.9090 

Rheobase (pA) 202.85 ± 18.52 4 219.25 ± 37.57 7 0.9273# 

Latency to first spike (ms) 377.21 ± 28.36 6 270.49 ± 24.55 7 0.0167 

Maximum firing frequency (Hz) 152.25 ± 23.94 8 145.43 ± 20.10 7 0.9795# 

Action potential threshold (mV) -31.18 ± 2.65 7 -29.48 ± 4.23 7 > 0.9999# 

Action potential amplitude (mV) 46.31 ± 4.98 7 39.44 ± 5.97 7 0.3946 

Action potential rise time (ms) 0.58 ± 0.14 7 0.85 ± 0.24 7 0.3518 

Action potential decay (ms) 0.75 ± 0.10 7 1.07 ± 0.11 7 0.0495 

Action potential halfwidth (ms)  0.55 ± 0.06 7 0.90 ± 0.20 7 0.0728# 
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Table 9: Intrinsic properties of Pet+ serotonergic neurons of the dorsal raphe nucleus in control 

and Pet-Er81 cKO female mice at P60+ 

 

 

Table 10: Intrinsic properties of Pet+ serotonergic neurons of the dorsal raphe nucleus in control 

and Pet-Er81 cKO male mice at P60+ 

 

 

  

 

Pet+ Serotonergic Neurons in Female Mice P60+ 

Property 

Control Er81 cKO 
p 

Mean n Mean n 

Resting membrane potential (mV) -58.67 ± 2.59 5 -57.20 ± 3.64 9 0.7865 

Input resistance (MΩ) 529.05 ± 42.52 5 402.59 ± 37.71 9 0.0992# 

Sag ratio 0.09 ± 0.02 5 0.02 ± 0.02 9 0.0247 

Rheobase (pA) 14.20 ± 5.80 5 37.28 ± 10.51 9 0.1119# 

Spike adaptation index 0.40 ± 0.03 5 0.45 ± 0.04 9 0.4107 

Action potential threshold (mV) -40.46 ± 1.37 5 -34.09 ± 1.59 9 0.0203 

Action potential amplitude (mV) 62.22 ± 5.17 5 47.45 ± 5.68 9 0.1117 

Action potential rise time (ms) 0.52 ± 0.03 5 0.66 ± 0.07 9 0.1722 

Action potential decay (ms) 1.90 ± 0.06 5 2.01 ± 0.27 9 0.7713 

Action potential halfwidth (ms)  1.80 ± 0.10 5 1.44 ± 0.12 9 0.0621 

Action potential fast AHP (mV) -5.93 ± 1.04 5 -13.59 ± 1.83 9 0.0124 

Action potential medium AHP (mV) -25.71 ± 1.19 5 -21.01 ± 2.09 9 0.1397 

 

Pet+ Serotonergic Neurons in Male Mice P60+ 

Property 

Control Er81 cKO 
p 

Mean n Mean n 

Resting membrane potential (mV) -57.54 ± 3.10 12 -60.51 ± 3.24 10 0.6223 

Input resistance (MΩ) 454.73 ± 33.59 12 580.35 ± 69.81 10 0.1536 

Sag ratio 0.05 ± 0.01 12 0.04 ± 0.01 10 0.5802 

Rheobase (pA) 24.47 ± 4.80 11 16.39 ± 3.79 9 0.1943# 

Spike adaptation index 0.42 ± 0.04 12 0.39 ± 0.03 10 0.5646 

Action potential threshold (mV) -38.16 ± 0.87 12 -36.91 ± 0.80 10 0.3500 

Action potential amplitude (mV) 58.87 ± 4.33 12 60.19 ± 3.63 10 0.9229# 

Action potential rise time (ms) 0.58 ± 0.05 12 0.65 ± 0.06 9 0.2276# 

Action potential decay (ms) 1.99 ± 0.18 12 1.86 ± 0.12 10 0.6525 

Action potential halfwidth (ms)  1.49 ± 0.12 12 1.72 ± 0.17 10 0.2778 

Action potential fast AHP (mV) -13.86 ± 1.13 12 -12.12 ± 2.33 10 0.8718# 

Action potential medium AHP (mV) -20.84 ± 1.55 12 -26.10 ± 1.37 10 0.0221 
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Table 11: Intrinsic properties of Lhx6+ striatal cholinergic interneurons in control and Cntnap2 

KO mice at P5-7 

 

 

Table 12: Intrinsic properties of Lhx6+ striatal GABAergic fast spiking interneurons in control 

and Cntnap2 KO mice at P5-7 

 

 

 

 

 

  

 

Lhx6+ Cholinergic Interneurons P5-7 

Property 

Control Cntnap2 KO 
p 

Mean n Mean n 

Resting membrane potential (mV) -44.90 ± 1.55 16 -47.44 ± 2.27 12 0.368 

Input resistance (MΩ) 551.24 ± 60.17 14 408.61 ± 23.79 12 0.049 

Membrane capacitance (pF) 596.63 ±59.82 14 802.39 ± 125.74 12 0.135 

Sag ratio 0.27 ± 0.03 10 0.30 ± 0.07 7 0.676 

Spike adaptation index 0.60 ± 0.05 14 0.60 ± 0.05 11 0.926 

Latency to first spike (ms) 19.64 ± 3.13 14 21.59 ± 3.22 11 0.671 

Action potential threshold (mV) -35.59 ± 1.18 15 -36.58 ± 1.97 12 0.655 

Action potential amplitude (mV) 51.95 ± 2.13 15 50.13 ± 3.62 12 0.654 

Action potential rise time (ms) 1.07 ± 0.09 15 0.77 ± 0.06 12 0.017 

Action potential decay (ms) 2.05 ± 0.01 15 2.02 ± 0.02 12 0.229 

Action potential halfwidth (ms)  2.71 ± 0.16 15 2.50 ± 0.14 12 0.347 

Action potential fast AHP (mV) 9.02 ± 1.23 15 6.11 ± 1.35 12 0.126 

Action potential medium AHP (mV) -13.77 ± 1.22 15 -13.78 ± 1.00 12 0.993 

 

Lhx6+ Putative Fast Spiking Interneurons P5-7 

Property 

Control Cntnap2 KO 
p 

Mean n Mean n 

Resting membrane potential (mV) -54.45 ± 1.50 22 -53.98 ± 3.09 13 0.880 

Input resistance (MΩ) 780.28 ± 75.02 19 406.55 ± 47.03 14 0.0005 

Membrane capacitance (pF) 805.33 ± 126.76 19 1064.36 ± 273.87 14 0.357 

Latency to first spike (ms) 270.01 ± 35.37 6 315.87 ± 25.58 10 0.303 

Action potential threshold (mV) -35.49 ± 1.43 19 -32.45 ± 1.91 11 0.184 

Action potential amplitude (mV) 48.15 ± 1.80 19 44.59 ± 3.43 11 0.320 

Action potential rise time (ms) 0.72 ± 0.05 19 0.59 ± 0.05 11 0.078 

Action potential decay (ms) 1.80 ± 0.05 19 1.59 ± 0.09 11 0.031 

Action potential halfwidth (ms)  1.74 ± 0.12 19 1.22 ± 0.11 11 0.006 

Action potential fast AHP (mV) -2.69 ± 1.72 19 -10.89 ± 1.09 11 0.002 

Action potential medium AHP (mV) -13.15 ± 0.92 19 -15.37 ± 0.70 11 0.105 
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Appendix F: Fiji/ImageJ Macros 

1. Macro for the analysis of Er81 expression in neurons 

// This macro will analyze Er81 expression in individual whole cells,  
//and will then give average nuclear (based on DAPI staining) and cytoplasmic 
Er81 expression (i.e. one number for the whole image).  
//Expected staining: 1. DAPI 2. GFP (cellular marker) 3. Er81 
//Code works based on results being copied and pasted as it is running. 
Dialogue boxes will tell you when to paste data into your spreadsheet, 
//you can then press OK to progress the macro. 
 
Original=getTitle(); 
print(Original); 
run("Clear Results"); 
run("Set Measurements...", "mean redirect=None decimal=3"); 
selectWindow("Log") 
print("\\Clear"); 
print(Original); 
selectWindow("Log") 
filename = getInfo("log"); 
String.copy(filename); 
print("\\Clear"); 
waitForUser("Filename is copied, please paste into spreadsheet.\nPress OK to 
continue."); 
selectWindow(Original); 
run("Duplicate...", "duplicate"); 
imageTitle=getTitle(); 
run("Split Channels"); 
selectWindow("C3-"+imageTitle) 
run("Duplicate...", " "); 
run("Despeckle"); 
run("Remove Outliers...", "radius=2.5 threshold=50 which=Bright"); 
Er81=getTitle() 
selectWindow("C2-"+imageTitle) 
run("Duplicate...", " "); 
run("Despeckle"); 
run("Remove Outliers...", "radius=2.5 threshold=50 which=Bright"); 
run("Remove Outliers...", "radius=2.5 threshold=50 which=Dark"); 
run("Duplicate...", " "); 
//Percentage threshold code 
    percentage = 95.00;  
    nBins = 256;  
    resetMinAndMax();  
    getHistogram(values, counts, nBins);  
        // find culmulative sum  
        nPixels = 0;  
        for (i = 0; i<counts.length; i++)  
              nPixels += counts[i];  
            nBelowThreshold = nPixels * percentage / 100;  
        sum = 0;  
        for (i = 0; i<counts.length; i++) {  
              sum = sum + counts[i];  
          if (sum >= nBelowThreshold) {  
            setThreshold(values[0], values[i]);  
            print(values[0]+"-"+values[i]+": "+sum/nPixels*100+"%");  
            i = 99999999;//break  
          }  
    }  
run("Convert to Mask"); 
run("Remove Outliers...", "radius=10 threshold=50 which=Dark"); 
 
run("Invert"); 
 
run("Analyze Particles...", "size=60-Infinity add"); 
 
 
selectWindow(Er81); 
run("Duplicate...", " "); 
roiManager("Show All without labels"); 
 
 
roiManager("Measure"); 
roiManager("Show None"); 
FinalEr81=getTitle(); 
selectWindow("Results"); 
String.copyResults(); 
 
waitForUser("Er81 expression in whole cells has been copied.\nPlease paste 
results into spreadsheet, then press OK to continue."); 
run("Clear Results"); 
 
 
//DAPI 
 
selectWindow("C1-"+imageTitle) 
run("Duplicate...", " "); 
run("Despeckle"); 
 
//Percentage threshold code for DAPI MASK 
    percentage = 85.00;  
    nBins = 256;  
    resetMinAndMax();  
    getHistogram(values, counts, nBins);  
        // find culmulative sum  
        nPixels = 0;  
        for (i = 0; i<counts.length; i++)  
              nPixels += counts[i];  
            nBelowThreshold = nPixels * percentage / 100;  
        sum = 0;  
        for (i = 0; i<counts.length; i++) {  
              sum = sum + counts[i];  
          if (sum >= nBelowThreshold) {  
            setThreshold(values[0], values[i]);  
            print(values[0]+"-"+values[i]+": "+sum/nPixels*100+"%");  
            i = 99999999;//break  
          }  
    }  
run("Convert to Mask"); 
run("Remove Outliers...", "radius=10 threshold=50 which=Dark"); 
 

roiManager("Show All"); 
roiManager("Combine"); 
 
run("Clear Outside"); 
 
roiManager("Show None"); 
run("Select None"); 
Cytoplasm=getTitle(); 
//white = cytoplasm 
 
selectWindow("C1-"+imageTitle) 
run("Duplicate...", " "); 
run("Despeckle"); 
 
//Percentage threshold code for DAPI MASK 
 
    percentage = 85.00;  
    nBins = 256;  
    resetMinAndMax();  
    getHistogram(values, counts, nBins);  
        // find culmulative sum  
        nPixels = 0;  
        for (i = 0; i<counts.length; i++)  
              nPixels += counts[i];  
            nBelowThreshold = nPixels * percentage / 100;  
        sum = 0;  
        for (i = 0; i<counts.length; i++) {  
              sum = sum + counts[i];  
          if (sum >= nBelowThreshold) {  
            setThreshold(values[0], values[i]);  
            print(values[0]+"-"+values[i]+": "+sum/nPixels*100+"%");  
            i = 99999999;//break  
          }  
    }  
run("Convert to Mask"); 
run("Remove Outliers...", "radius=10 threshold=50 which=Dark"); 
 
run("Invert"); 
 
roiManager("Show All"); 
roiManager("Combine"); 
 
run("Clear Outside"); 
 
roiManager("Show None"); 
run("Select None"); 
Nucleus=getTitle(); 
 
wait(2000); 
 
//Delete PET cells from final Er81 image for background 
selectWindow(FinalEr81); 
roiManager("Show All"); 
roiManager("Combine"); 
run("Clear"); 
roiManager("Show None"); 
run("Select None"); 
 
selectWindow("ROI Manager"); 
run("Close"); 
 
selectWindow(Nucleus);  
run("Create Selection"); 
run("Make Inverse"); 
run("Copy"); 
selectWindow(Er81); 
run("Duplicate...", " "); 
run("Paste"); 
run("Make Inverse"); 
run("Measure"); 
run("Select None"); 
 
selectWindow(Cytoplasm);  
run("Create Selection"); 
run("Make Inverse"); 
run("Copy"); 
selectWindow(Er81); 
run("Duplicate...", " "); 
run("Paste"); 
run("Make Inverse"); 
run("Measure"); 
run("Select None"); 
 
selectWindow("Results") 
String.copyResults(); 
 
waitForUser("Nuclear and Cytpolasmic Er81 has been copied.\nPlease paste 
results into spreadsheet, then press OK to continue.\n1: Nuclear Er81, 2: 
Cytoplasmic Er81"); 
run("Clear Results"); 
 
selectWindow(FinalEr81); 
 
makeRectangle(1, 1, 49, 49); 
run("Measure"); 
makeRectangle(1, 970, 49, 49); 
run("Measure"); 
makeRectangle(970, 1, 49, 49); 
run("Measure"); 
selectWindow("Results") 
String.copyResults(); 
 
waitForUser("Er81 Background copied. Please paste results into spreadsheet, 
press OK to continue."); 
run("Clear Results"); 
run("Close All") 
 



172 

 

2. Macro for the analysis of neuropil area 

 

imageTitle1=getTitle(); 
imageTitle=File.nameWithoutExtension(); 
run("Duplicate...", "duplicate"); 
//use VGluT3 Channel to remove holes 
run("Stack to Images"); 
//Select first image pair and map out dark VGluT3 areas 
selectWindow(imageTitle+"-1-0002") 
//Percentage threshold code 
    percentage = 35.00;  
    nBins = 256;  
    resetMinAndMax();  
    getHistogram(values, counts, nBins);  
        // find culmulative sum  
        nPixels = 0;  
        for (i = 0; i<counts.length; i++)  
              nPixels += counts[i];  
            nBelowThreshold = nPixels * percentage / 100;  
        sum = 0;  
        for (i = 0; i<counts.length; i++) {  
              sum = sum + counts[i];  
          if (sum >= nBelowThreshold) {  
            setThreshold(values[0], values[i]);  
            print(values[0]+"-"+values[i]+": "+sum/nPixels*100+"%");  
            i = 99999999;//break  
          }  
    }  
//Analyse dark areas 
run("Analyze Particles...", "size=10-Infinity summarize add"); 
roiManager("Combine"); 
run("Copy"); 
selectWindow(imageTitle+"-1-0001") 
run("Paste"); 
run("Clear", "slice"); 
run("Make Inverse"); 
//Measure area of interest for percentage.  
run("Measure"); 
selectWindow("ROI Manager"); 
run("Close"); 
selectWindow(imageTitle+"-1-0001") 
run("Select None"); 
//Threshold for neuropil 
    percentage = 90.00;  
    nBins = 256;  
    resetMinAndMax();  
    getHistogram(values, counts, nBins);  
        // find culmulative sum  
        nPixels = 0;  
        for (i = 0; i<counts.length; i++)  
              nPixels += counts[i];  
            nBelowThreshold = nPixels * percentage / 100;  
        sum = 0;  
        for (i = 0; i<counts.length; i++) {  
              sum = sum + counts[i];  
          if (sum >= nBelowThreshold) {  
            setThreshold(values[0], values[i]);  
            print(values[0]+"-"+values[i]+": "+sum/nPixels*100+"%");  
            i = 99999999;//break  
          }  
    }  
 
run("Convert to Mask");  
run("Remove Outliers...", "radius=0.75 threshold=50 which=Bright"); 
run("Invert"); 
run("Create Selection"); 
run("Measure"); 
selectWindow(imageTitle+"-1-0001") 
close() 
selectWindow(imageTitle+"-1-0002") 
close() 
 
//move to second image  
selectWindow(imageTitle+"-1-0004") 
//Percentage threshold code 
    percentage = 35.00;  
    nBins = 256;  
    resetMinAndMax();  
    getHistogram(values, counts, nBins);  
        // find culmulative sum  
        nPixels = 0;  
        for (i = 0; i<counts.length; i++)  
              nPixels += counts[i];  
            nBelowThreshold = nPixels * percentage / 100;  
        sum = 0;  
        for (i = 0; i<counts.length; i++) {  
              sum = sum + counts[i];  
          if (sum >= nBelowThreshold) {  
            setThreshold(values[0], values[i]);  
            print(values[0]+"-"+values[i]+": "+sum/nPixels*100+"%");  
            i = 99999999;//break  
          }  
    }  
//Analyse dark areas 
run("Analyze Particles...", "size=10-Infinity summarize add"); 
roiManager("Combine"); 
run("Copy"); 
selectWindow(imageTitle+"-1-0003") 
run("Paste"); 
run("Clear", "slice"); 
run("Make Inverse"); 
//Measure area of interest for percentage.  
run("Measure"); 
selectWindow("ROI Manager"); 
run("Close"); 
selectWindow(imageTitle+"-1-0003") 
run("Select None"); 

 
//Threshold for neuropil 
    percentage = 90.00;  
    nBins = 256;  
    resetMinAndMax();  
    getHistogram(values, counts, nBins);  
        // find culmulative sum  
        nPixels = 0;  
        for (i = 0; i<counts.length; i++)  
              nPixels += counts[i];  
            nBelowThreshold = nPixels * percentage / 100;  
        sum = 0;  
        for (i = 0; i<counts.length; i++) {  
              sum = sum + counts[i];  
          if (sum >= nBelowThreshold) {  
            setThreshold(values[0], values[i]);  
            print(values[0]+"-"+values[i]+": "+sum/nPixels*100+"%");  
            i = 99999999;//break  
          }  
    }  
 
run("Convert to Mask");  
run("Remove Outliers...", "radius=0.75 threshold=50 which=Bright"); 
run("Invert"); 
run("Create Selection"); 
run("Measure"); 
selectWindow(imageTitle+"-1-0003") 
close() 
selectWindow(imageTitle+"-1-0004") 
close() 
 
//move to third image 
selectWindow(imageTitle+"-1-0006") 
//Percentage threshold code 
    percentage = 35.00;  
    nBins = 256;  
    resetMinAndMax();  
    getHistogram(values, counts, nBins);  
        // find culmulative sum  
        nPixels = 0;  
        for (i = 0; i<counts.length; i++)  
              nPixels += counts[i];  
            nBelowThreshold = nPixels * percentage / 100;  
        sum = 0;  
        for (i = 0; i<counts.length; i++) {  
              sum = sum + counts[i];  
          if (sum >= nBelowThreshold) {  
            setThreshold(values[0], values[i]);  
            print(values[0]+"-"+values[i]+": "+sum/nPixels*100+"%");  
            i = 99999999;//break  
          }  
    }  
//Analyse dark areas 
run("Analyze Particles...", "size=10-Infinity summarize add"); 
roiManager("Combine"); 
run("Copy"); 
selectWindow(imageTitle+"-1-0005") 
run("Paste"); 
run("Clear", "slice"); 
run("Make Inverse"); 
//Measure area of interest for percentage.  
run("Measure"); 
selectWindow("ROI Manager"); 
run("Close"); 
selectWindow(imageTitle+"-1-0005") 
run("Select None"); 
//Threshold for neuropil 
    percentage = 90.00;  
    nBins = 256;  
    resetMinAndMax();  
    getHistogram(values, counts, nBins);  
        // find culmulative sum  
        nPixels = 0;  
        for (i = 0; i<counts.length; i++)  
              nPixels += counts[i];  
            nBelowThreshold = nPixels * percentage / 100;  
        sum = 0;  
        for (i = 0; i<counts.length; i++) {  
              sum = sum + counts[i];  
          if (sum >= nBelowThreshold) {  
            setThreshold(values[0], values[i]);  
            print(values[0]+"-"+values[i]+": "+sum/nPixels*100+"%");  
            i = 99999999;//break  
          }  
    }  
 
run("Convert to Mask");  
run("Remove Outliers...", "radius=0.75 threshold=50 which=Bright"); 
run("Invert"); 
run("Create Selection"); 
run("Measure"); 
selectWindow(imageTitle+"-1-0005") 
close() 
selectWindow(imageTitle+"-1-0006") 
close() 
 
selectWindow("Results"); 
String.copyResults(); 
close(); 
run("Close All"); 
selectWindow("Results");  
run("Close"); 
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