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DEAR COLLEAGUES,

I am honored and humbled to be selected as the editor-in-chief of The Cyber Defense  
Review (CDR). I follow in the footsteps of the ever positive and tireless Dr. Corvin Con-
nolly who established and built the CDR as the foundation of intellectual discussion and 
scholarly works for the cyberspace domain. Thank you, Corvin. I am grateful for your 

efforts, the team you built, and this thriving and respected publication.  

It is a difficult task to improve the performance and quality of the CDR and indeed my first 
goal is to work with the wonderful team of Area Editors, Reviewers, West Point Class of 1970 
Assistant Editors, Designers, and the Printer to ensure a smooth handover and maintain our 
current level of excellence. I am grateful for the opportunity to be a part of our nation’s pre-
eminent leader development institution where we can leverage the talent at the Army Cyber 
Institute, Innovation Hub, the Long Gray Line, and the West Point staff and faculty to help 
our Army and Joint Forces fight and win on the battlefield, and ultimately compete and win 
as a nation.  

My second goal is to ensure the CDR is on a sustainable long-term path by attracting the 
readers who will lead our cyber forces, the Army and our nation into the future. While The 
Cyber Defense Review is the place for the most scholarly of works, I see the need for a more in-
teractive dialog for all members of the profession. With that in mind, I will seek to expand the 
CDR’s online and social media presence to engage our junior leaders where they are and help 
them solve today’s tactical and operational problems. These young people will build the new ca-
pabilities, the new organizations, and the doctrine that will define our profession and become 
the means by which our nation will create positions of advantage in competition and in war.  

My third goal is to ensure we widen the aperture of the research we publish. As our Joint 
Force is called on to use military capabilities to influence strategic competition, our cyber 
forces will be at the forefront. Therefore, widening the aperture is twofold. First, I want 
to reach further into the future to where today’s disruptive technologies and innovation 
converge to arm all our readers with a body of knowledge that will enable them to under-
stand the operational environment, think critically, adapt to changes, rapidly resource, and 
creatively apply military power to win. Secondly, we will reach out to other academic in-
stitutions, think tanks, policy makers, members of industry, allies, other federal agencies, 
and members of our operational forces to share their discoveries with us and be a part of 
the debate on the employment of cyber forces across the continuum of military operations. 
I ask you to help us, as a journal and a professional community, solve the problems of today 
as we adapt to long-term, global competition and build the campaigns that will have lasting 
impacts ten years out and beyond.  

I believe the CDR and the combined efforts of this community will push the envelope on 
the concepts that will keep the competitive balance tilted in our favor. Having an interactive 
dialog with readers from across the community and broadening our aperture will have a 
great and long-lasting effect on our profession.  —DSK

FROM THE EDITOR DEBORAH S. KARAGOSIAN
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STEPHEN HAMILTON

W hile serving at USCYBERCOM, shortly after it was created, I began to make 
my way around various parts of the agency and one day, I had an interest-
ing conversation with a senior civilian. He asked me a rhetorical question 
I had to think hard about: “What matters more: the message or the ability 

to send that message?” I pondered it momentarily, trying to decide on what message was 
critically important—was it a 911 call? A call for fire at a critical point in battle? These 
are critically important. However, the message is meaningless if you do not have a way 
to send it. It suddenly became clear to me where he was going: it is the ability to send a 
message that is important. The ability to communicate is paramount to just about every-
thing we do, and cyber turns that ability on or off. After more than a year as the Director 
of the Army Cyber Institute, I’m not so sure anymore. 

This is a work of the U.S. Government and is not subject to copyright protection in the United States. Foreign copyrights may apply.

Can you hear 
me now? 
 
Colonel Stephen Hamilton, Ph.D.         
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CAN YOU HEAR ME NOW?

Communication is always challenging, especially in 
the highly technical cyber domain. To pull this thread a 
little more, consider the following example. If the mes-
sage is important, then it must make it to the destina-
tion intact, and the sender needs confirmation it was 
received (i.e., syn-ack in TCP). This is generally good 
enough for short concise communication; however, 
what if the message is not clear? What is the syn-ack 
equivalent of understanding the meaning of the mes-
sage? In computer terms, this is typically solved with a 
hash function. However, there is no equivalent for hu-
mans other than possibly having the receiving person 
explain back to the sender what they understood about 
the communication. If what I just wrote went over your 
head, is that my fault as the message sender or your 
fault as the receiver? Did just reading that – the abili-
ty to send the message – accomplish what either of us 
hoped for? 

However, with some thought and work, it is possible 
to communicate technical topics succinctly. During the 
beginning of the COVID lockdown, I was teaching a 
web application course, and since we went complete-
ly remote, the cadets used our private VPN to connect 
to the department’s hypervisor server to build web 
applications on virtual machines. This allowed me to 
see each of their screens in a browser tab, giving me 
direct feedback on what the cadets were doing while 
I instructed them how to set up the web framework. I 
quickly realized that as I spoke, they often interpreted 
my words to result in different outcomes than expected. 
Since I could see this in real-time, I could correct what 
I was saying to explain further how to perform a task. 
This made me think about how we may believe in our 
head that we have communicated something perfectly; 
however, all too often, we do not realize that the person 
listening may not receive the message that we intended 
to communicate. 

COL Stephen Hamilton is the Director of the 
Army Cyber Institute at the United States Mil-
itary Academy (USMA) located at West Point, 
New York. In his position as Director, COL Ham-
ilton leads a multi-disciplinary team of military 
and civilian scholars who provide advisement 
and research for the U.S. Army. He has a B.S. 
in Computer Science from USMA, an M.S. in 
Software Engineering from Auburn University, 
and a Ph.D. in Computer Science from Johns 
Hopkins University. COL Hamilton additionally 
teaches Cloud Computing in the Department of 
Electrical Engineering and Computer Science. 
He began his career as a signal officer and de-
ployed in support of Operation Iraqi Freedom 
in 2004 where he commanded Alpha Company 
57th Signal Battalion. Following a tour at USCY-
BERCOM, he transferred to the Cyber Corps. He 
holds an extra class amateur radio license, and 
his research interests include software-defined 
radios, cloud computing, and data visualization.
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A quote widely attributed to Mark Twain says, “I didn’t have time to write a short letter, so 
I wrote a long one instead.” While most topics are complicated and experts tend to push back 
against writing short summaries of their work, as the director of ACI, I am constantly looking 
for ways to take difficult-to-understand topics and break them down so we can successfully 
communicate them in no more than one page. These one-page documents are essential for 
senior leadership, as there is not enough time in the day to go down the rabbit hole on all the 
topics within cyber. The problem is that it takes more time to boil down certain topics into their 
essence and communicate them clearly – but it is also a mark of an expert to be able to explain 
something simply. Several of our academic programs at USMA require cadets to write shorter 
papers, and while they initially think these will be easier, they quickly learn the errors in their 
assumptions.

Cyber experts have not always excelled in clearly communicating issues around their field 
to non-experts. The depth of technical expertise required to understand cyber operations and 
actions is critical to our mission, and so is communicating clearly to non-experts. Therefore, it 
is vital to communicate as thoroughly as possible to ensure we create a shared understanding 
of our cyber world – the ability to send the message is equally essential to ensuring the content 
of the message is received as intended. It is common to use a baseline of what someone knows 
to explain something new. However, the delta between what is known, and unknown can easily 
lead to misunderstanding. In “Mission Thread Analysis: Establishing a Common Framework in 
a Multi-Discipline Domain to Enhance Defensive Cyber Operations,” COL Corbari et al.  directly 
state, “Miscommunication results in a different understanding of mission requirements and 
similarly the expectations between those requesting support and those providing support.” 
They propose a method of tackling this problem by proposing a Mission Thread Analysis (MTA) 
concept to help close this communications gap.  

Other articles in this edition focus on combining traditional warfighting knowledge with cy-
ber expertise to help bridge the gap between cyber and other warfighting functions. The range 
of articles in this edition goes from examining Clausewitzian Theory on war (Violent Limita-
tions: Cyber Effects Reveal Gaps in Clausewitzian Theory) to the future of cybersecurity in a 
post-quantum world (Quantum Leap: Improving Cybersecurity for the Next Era of Computing).  
Finally, LTG Barrett’s article discusses ARCYBER’s enterprise capabilities. She first discusses 
NETCOM, which operates the world’s largest network of its kind.  This network provides the 
Army with the ability to communicate worldwide.  All of these articles display that even in this 
one cyber journal, we look to the history of what we know to help describe the future of cyber, 
yet there are gaps, and it is difficult. 

I hope you enjoy this edition of the CDR, and I challenge you to not only read these articles 
but also think about how you can better communicate about cyber in your work!  
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MARIA B. BARRETT 

T he spring of 2024 brings to the Army Cyber Command (ARCYBER) a renewed 
sense of optimism, and an opportunity to assess our mission set and reflect on 
the changes we have experienced across the Army and our organization. As I 
look back on 2023, increased tension and conflict around the world highlight the 

importance of our capabilities and the need for continued efforts to deter aggression and 
remain fully prepared to prevail in conflict when necessary. Every Soldier and civilian 
of ARCYBER is keenly aware of these conflicts, and more pointedly, conflict in cyber-
space is now an integral element of enduring strategic competition amongst nations. 
Conflicts in both Ukraine and Gaza have revealed that all belligerents are operating in 
the cyber domain to support their tactical and strategic objectives. The persistent nature 
of around-the-clock cyber competition, and continuous preparations for crisis and con-
flict, requires constant adaptation to optimally employ our limited resources. Often, I am 
asked, “How exactly does ARCYBER contribute to or support the Army, U.S. Cyber Com-
mand (USCYBERCOM), and our overall National Defense?” This simple, straightforward 
question has a five-part answer.

First, ARCYBER consists of an enterprise of capabilities required to support and ex-
ecute operations through cyberspace. We refer to the activities conducted by the AR-
CYBER Enterprise as “ODAII” (pronounced “O-Day”). First and foremost, the Network 
Enterprise Technology Command (NETCOM) OPERATES the Army’s portion of the De-
partment of Defense Information Network (DoDIN-A)—the world’s largest network of its 
kind in terms of scope and endpoints. NETCOM comprises the majority of the ARCYBER 
workforce, employing over 16,000 people globally.

Lieutenant General Maria B. Barrett 

Operational Perspectives 
from the Field – ARCYBER 
in the Cyberspace Domain

This is a work of the U.S. Government and is not subject to copyright protection in the United States. Foreign copyrights may apply.
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OPERATIONAL PERSPECTIVES FROM THE FIELD – ARCYBER IN THE CYBERSPACE DOMAIN

Operating this vast network introduces multiple op-
portunities for complex problem-solving. The DoDIN-A 
is not only the conduit for simple communication via 
email, chat, Voice over Internet Protocol, or video con-
ferencing, but it is also the lifeline of the Army’s ability 
to conduct data-centric operations. Collectively, these 
requirements drive our obligation to provide the Army 
and supported Joint Forces with communications that 
ensure the integrity, confidentiality, and availability 
of information, which are imperatives to the military 
element of power in the 21st century. Safe, reliable, and 
accessible data and information collected from multi-
ple sensors on the battlefield, combined with combat 
platforms, offer unprecedented lethality and rapid de-
cision-making by the Joint Force Commander.

For NETCOM, the responsibility to Operate the  
DoDIN-A extends to various instantiations of cloud  
infrastructure, administrative controls, approval to 
connect devices and software, compliance, and ba-
sic cybersecurity. Ultimately, unifying the DoDIN-A 
through network convergence will elevate the com-
plexity of information systems and communication 
terminal management to higher echelons. A con-
verged network will better support division-level units 
of action during unified land operations. Disparate 
and expeditionary access to data circuits and cloud-
based platforms will offer Army forces more mobile 
command posts and reduce risks of emissions and 
electronic signatures standing out to enemy forces. 

Converging tactical and installation-based networks 
into the unified network will enhance this heartbeat 
of data-centric operations, provide a resilient and se-
cure base for sensor-to-shooter linkages, and accel-
erate vital decision-making. Personnel operating our 
networks also serve as our first line of defense against 
adversaries seeking to compromise our networks and 
disrupt operations.

The second part of the answer is that the ARCYBER 
Enterprise DEFENDS the DoDIN-A and, as an extension, 

Lt. Gen. Maria B. Barrett assumed command of 
U.S. Army Cyber Command (ARCYBER) on May 
3, 2022. A Massachusetts native, Barrett was 
commissioned as an Army second lieutenant via 
the Reserve Officers Training Corps program 
in 1988 after graduating from Tufts University 
with a B.A. in International Relations. Prior as-
signments include tours as Deputy Director of 
Current Operations, J-3, U.S. Cyber Command 
(USCYBERCOM); Deputy Commanding General, 
Joint Force Headquarters—Cyber, ARCYBER; 
and Deputy Commander (Operations), Cyber 
National Mission Force, USCYBERCOM. She has 
commanded units at the company, battalion, 
brigade, and command level, including service 
as Commander, 160th Signal Brigade, Third U.S. 
Army, and Commander, U.S. Army Network En-
terprise Technology Command, her position 
prior to commanding ARCYBER. Barrett has 
also earned master's degrees in National Re-
source Strategy from the Industrial College of 
the Armed Forces (Eisenhower School) and in 
Telecommunications Management from Webster 
University.
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the weapons and systems connected to it. Whereas network operators focus on the function-
ality and protection of their systems and networks, the Cyber Protection Brigade (CPB) team 
conduct deep, targeted analysis of adversary activities through cyberspace. Often NETCOM 
Regional Cyber Centers enable the CPB to accomplish broader assessments across the entire 
DoDIN-A, such as aiding in the historical examination of anomalies. The teams and profes-
sionals within the CPB conduct “hunt” operations in search of adversary activities based 
on specific intelligence and other analytical assessments supported by an integrated data 
architecture.

Based on the realized benefits of network unification and zero trust, ARCYBER, like many 
organizations, is working to safely incorporate Artificial Intelligence capabilities in a prac-
tical, assistive manner. As sensors and associated data inundate modern formations and 
combatants, we know that human-AI pairing will provide decisive advantages in modern 
conflict. Network unification and investments in integrated data architecture are already 
collecting data to inform our decision-making related to cyberspace operations. Through the 
work of our Technical Warfare Center, ARCYBER G36, and NETCOM, “Hunters” from CPB 
are employing enterprise-wide analytics on clean and plentiful data that fuel their maneu-
vers like never before.

Our Cyber Protection Teams (CPT) serve a mixture of roles, executing general support re-
quirements to the Army and direct support to specified Geographic Combatant Commanders 
(GCC) via USCYBERCOM. These capabilities are in high demand, never idle, and require 
continual training on the various systems we require them to learn about and then defend. 
Understanding the critical nature of data and information technology systems underpin-
ning Army organizations depend on the operational staff and commander’s understanding 
of their mission threads. I’m excited to introduce an article later in this edition of The Cyber 
Defense Review (CDR) authored by ARCYBER staff members. The authors have been closely 
involved in Mission Thread Analysis / Defense and Department of the Army prioritization 
efforts related to Defensive Cyber Operations (DCO) for the past five years. While ARCYBER 
provides DCO expertise to supported commands, we remain dependent on experts within 
each warfighting function to understand better their data, their decisions, and system depen-
dencies enabling their unit’s mission.

Mission Thread Analysis and follow-on resourcing to ensure proper defense and resil-
iency will help commanders appreciate how true data-centric operations enhance informa-
tion advantage. This work is challenging, complex, and resource intensive, but critical to 
understanding how data and networks support the edge our Army deserves. A priority for 
the Cyber Center of Excellence (CCOE) is preparing today’s signal and cyber workforces 
to improve support to commanders. By continuously adapting pilot courseware across the 
Signal and Cyber Schools at Fort Eisenhower, the CCOE delivers modern and practical data 
literacy education to our signal functional areas, warrant officers, and noncommissioned  
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officers throughout the Signal and Cyber Corps. Once introduced to their unit’s mission, 
these technical experts will help commanders understand where data or the missions are at 
risk and where data can be better leveraged to support information advantage.   

Third, the ARCYBER Enterprise mans, trains, and equips the National Mission Teams, 
Cyber Mission Teams, National Support Teams, and Cyber Support Teams that ATTACK 
by conducting Offensive Cyberspace Operations (OCO) on behalf of the Commander, USCY-
BERCOM and supported GCC or Functional Combatant Commanders (FCC). The part of the 
ARCYBER Enterprise that oversees and coordinates both OCO and DCO is Joint Forces Head-
quarters-Cyber (Army). As the dual-hatted Commander of JFHQ-C (A), I also rely upon the 
Cyber Operations – Integrated Planning Elements (CO-IPE) aligned to JFHQ-C (A) supported 
CCMDs. The robust CO-IPE support coordination and planning between JFHQ-C(A) and the 
CCMD to enhance the delivery of desired effects through OCO, DCO, and foreign partner 
engagements, from Security Cooperation to integrated operations.

Fourth, elements across the ARCYBER Enterprise contribute to and often execute activities 
to INFLUENCE foreign adversary military audiences. Strategic competition in cyberspace con-
tinues to prompt discussions about how the nation and the Department of Defense (DoD) can 
best counter mis- and dis- information. Our ongoing efforts to illuminate and attribute nefar-
ious activity are continuously met by adversaries seeking to perpetuate malicious narratives. 

The Army’s Information Advantage initiative addresses such concerns and drives multiple 
changes to the formations associated with these operations from their force structure to their 
geo-location. Traditionally, the 1st Information Operations Brigade supported and conducted 
these operations. The Army’s transformation included the establishment of a trans-regional 
Theater Information Advantage Detachment (TIAD) within the ARCYBER Enterprise, which 
will experiment with data sets, analytics, and various capabilities and expedite other forma-
tions to achieve similar effects in the information environment. Partnering with and supporting 
the TIADs in both U.S. Army Pacific Command (USARPAC) and U.S. Army Europe - Africa 
(USAREUR-AF), the ARCYBER TIAD is driving policy change and piloting force structure as 
the vanguard of Army information advantage forces and supporting reconnaissance of the 
information dimension for Army commanders.

ARCYBER’s TIAD views reconnaissance as a key first step in gaining a regional under-
standing of the information environment for the commander and thereby inputting courses 
of action that offer U.S. Forces an information advantage. As the Army develops and matures 
new conceptual models to employ these capabilities, ARCYBER remains best postured to 
support and execute Influence operations given the array of capabilities, tools, and skills that 
readily exist within the Enterprise. Cyberspace requires continuous leverage adaptation to 
maintain and strengthen U.S. advantages in the information dimension while the terrain, 
circumstances, and sources of conflict shift and evolve around us.  
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Finally, ARCYBER INFORMS Army leaders and supported commanders on myriad cy-
berspace and information dimension threats and activities of adversaries. Through Operat-
ing and Defending the network and exploiting opportunities resulting from OCO, ARCYBER 
must continuously inform commanders, thereby enhancing decision-making and reducing 
or mitigating potential and actual operational threats. Though still maturing, the relatively 
new Cyber Military Intelligence Group has developed robust partnerships with Intelligence 
Community (IC) resources and private and academic partnerships through ARCYBER and 
USCYBERCOM authorities to provide specialized reporting and insights related to cyber-
space and information dimension activities. 

The players, methods, and circumstances that define intelligence collection and dissem-
ination are changing rapidly and continuously. Once highly classified satellite capabilities 
providing imagery and tracking of enemy forces, only possible with nation-state resources 
and expert analysts, today are readily available open-source information to hobbyists, cit-
izens, and adversaries alike. With unprecedented capabilities, these groups increasingly 
play a role in intelligence operations across the information dimension of warfare. Smart-
phones, global networks, and modern, data-literate populous increase battlefield transpar-
ency beyond that of even the height of U.S. intelligence, surveillance, and reconnaissance 
dominance during the Iraq and Afghanistan wars, which, in turn, has prompted changes in 
the Army’s Intel strategy to incorporate and otherwise exploit open-source intelligence prac-
tices and policies. Beyond our own intelligence needs, increased battlefield transparency 
will require shifts in our training and materiel to ensure that our maneuver forces remain 
concealed and distributed. 

As you see from what I’ve reported above, the Army must always embrace continuous 
transformation as an imperative. Amidst this continuous change, ARCYBER remains riveted 
on preparing for modern and emerging threats, and our obligation to ensure that our forces 
maintain a competitive edge in any armed conflict. At its core, the ARCYBER is and will 
always remain a learning organization. As we mature and modernize our execution of cyber-
space operations, we must continue to demonstrate our adaptability as we face new challeng-
es. Following the tragedy of October 7, ARCYBER demonstrated its flexibility, gained through 
years of persistent cyber operations in support of U.S. Central Command (USCENTCOM). 
Our long-standing regional expertise and experience enabled our teams to pivot quickly in 
response to the USCENTCOM Commander’s requirements. We have demonstrated the value 
of cyber operations delivering effects against enemy targets. These recent cyber operations 
also provided opportunities for Joint Force Commanders to message and influence within 
the information dimension. These operations have imposed cost on the adversary, enabled 
simultaneity of operations by supported forces, and, most importantly, have broadened the 
array of options available to supported commanders.
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“How exactly does ARCYBER contribute to or support the Army, U.S. Cyber Command, and 
our overall national defense?” Through an enterprise-wide approach of integrating disparate 
capabilities to supported commanders. Our capabilities are significant, but our value begins 
with and is measured by the quality of our world-class workforce. We are proud to lead 
multiple efforts that enhance the effectiveness of Army formations, directly contributing to 
the defense of our Nation. Our talented, diverse, and cohesive workforce remains steadfastly 
committed to delivering comparative advantages to commanders who increasingly rely on 
data-centric enhancing capabilities. I am optimistic about our future and fully committed to 
acquiring, employing, developing, and retaining the very best talent we need to increase and 
maintain our comparative advantages.  
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On October 30, 2023, the Administration released Executive Order (EO) 14110 on 
Safe, Secure, and Trustworthy Development and Use of Artificial Intelligence (AI). 
For several reasons this EO lays a light hand on the Department of Defense (DoD).  
 

    First, the DoD had and was already implementing “responsible AI” safeguards for de-
fense programs.1

Second, as the federal agency most likely interested in “killer robots,” the DoD for years 
has firmly embedded an ironclad policy to ensure that “[t]here is always a human always 
responsible for the use of force” – the so-called “human-in-the-loop (HITL).”2 

Third, peer adversaries to the U.S. have yet to openly demonstrate autonomous capabil-
ities that could force the military to publicly reconsider its ethical principles, even though 
we do not naively expect adversaries to observe ethical constraints in combat. 

Fourth, non-DoD U.S. government agencies are a step behind the military in setting, 
much less enforcing, policies on responsible AI.3 

Fifth, a public debate over AI for some time has been in progress among political and IT 
capital goods elites over a rising concern that uncontrolled commercial and government 
use of AI is spreading too rapidly into all private and consequential aspects of citizens’ 
lives – areas in which DoD generally plays a limited role. 

2023 Executive Order on Trustworthy 
AI Misses Issues of Autonomy and AI 
Multi-Threat Challenges

Chris C. Demchak, Ph.D. 
Sam J. Tangredi, Ph.D.

This is a work of the U.S. Government and is not subject to copyright protection in the United States. Foreign copyrights may apply.
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Sixth, while the President cannot enforce these prin-
ciples on the nation’s commercial vendors, he can dic-
tate policy and procedure to federal agencies as to how 
they pursue their AI, and through their purchases, per-
haps indirectly influence the wider national AI market.

While these are all solid justifications for the EO’s 
limited attention to the DoD, it is worth exploring how 
consideration of two related and forthcoming realities 
might have made a difference if included – autonomy 
and dual uses of AI.

Contents of the EO

The Executive Order weighs in at 36 pages. Its stat-
ed purpose is to reduce the potential for “irresponsible 
use” of AI which it defines as “exacerbate[ing] societal 
harms such as fraud, discrimination, bias, and disin-
formation; displac[ing] and disempower[ing] workers; 
stifl[ing] competition; and pos[ing] risks to national 
security.”4 As can be detected right away, its examina-
tion is more on “societal harms,” than extensive risks 
to national security. However, it does make substantial 
reference to “dual-use” technology and necessary coop-
eration between other departments and DoD to estab-
lish further policies on related risks.    

The EO gives directives to government departments 
and agencies in a seemingly firm and decisive manner. 
As an example: “The Secretary of Labor shall, within 
180 days of the date of this order and in consultation 
with other agencies and with outside entities, includ-
ing labor unions and workers, as the Secretary of Labor 
deems appropriate, develop and publish principles and 
best practices for employers that could be used to miti-
gate AI’s potential harms to employees’ well-being and 
maximize its potential benefits.”5 

However, this apparent decisiveness is mitigated by 
the fact that the EO applies only to government agen-
cies. It has no authority over commercial or non-govern-
ment organizations. Thus, to use the Labor Department 
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example, there is nothing to compel “outside entities” 
to cooperate with directive activities if they chose not 
to cooperate. What if labor unions and worker have no 
desire to be in “consultation” with the government? 
Can the practical objectives of the EO—as opposed to 
the churning out of published “best practices” and 
other white papers—be fulfilled if the non-government 
sector ignores it? This is particularly acute concerning 
corporations developing AI which have every desire to 
take every legal action they can to turn a profit, oppose 
government regulation, and keep control over their in-
tellectual property.

AI development is dominated by commercial firms for 
commercial purposes to which the EO does not apply. In 
a sense, the EO can only posture the U.S. government to 
set a good example.

Ironically, it is DoD that has the greatest measure of 
influence and control over its particular commercial 
sector—the Defense Industrial Base. This is one of the 
reasons that the practices and policies of DoD can more 
easily exceed the requirements of the EO, and probably 
the one major reason why the EO exhibits such a light 
hand on the department.       

Autonomous Systems and Human-in-the-Loop 

The autonomy of AI-driven machines has long been 
a political concern, usually captured emotion-laden 
public debates on “killer robots” able to cause disaster 
without human controls.6 The White House’s EO re-
flects the wider public debate on the topic which today 
is more likely to address police use of robots than the 
military use.7 Furthermore, the DoD’s often repeated 
policy of limiting autonomy by keeping a “human-
in-the-loop” should in principle serve to discourage 
military robotic adventurism. Less mentioned, howev-
er, are more specific alternatives such as human-on-
the-loop (HOTL) supervision, human-adjacent-to-the-
loop (HATL) refining, or even human-out-of-the-loop 
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(HOOL) automaticity, which pose increasingly more distant human direct control of what the 
AI-trained and controlled machines ultimately do.8

It is a sensible assessment of possible future combat to attempt to envision the conditions 
under which human-in-the-loop intentionally, or not, becomes human-on-the-loop only.9 That 
is, when having a human deeply embedded in assessing a situation and then choosing and ini-
tiating the next steps becomes a too slow, inaccurate, or risky process. Human-on-the-loop then 
becomes a human initiating and then monitoring a process by which the AI-controlled ma-
chine then assesses, chooses, and then autonomously executes the sequence of steps towards 
an objective. What then is acceptable when, due to the exigencies of super rapid combat with 
AI-enabled adversaries, even human-on-the-loop becomes too slow or risky? The next iteration 
is the human-adjacent-to- or human-near-the-loop (HNTL) where the human is removed from 
real-time monitoring to episodic monitoring conditions by which interactive machines collec-
tively share information, assess, choose, and initiate steps in operational processes. Finally, a 
devolution to human-out-of-the-loop or, at least, humans-on/offing-the-automatically-trigger-
able-autonomous-otherwise-sealed-loop could easily become the only militarily sensible choice 
against adversaries doing the same.10  It is not a slippery slope, but possibly an evolution in 
practice from the machines needing human interaction to their not needing humans or not 
having many entry points by which humans could interfere. Having the slow and nonexpend-
able humans interfering in rapid-fire, drone swarm, battle decisions might not be sensible in 
high-end, high-stakes warfighting in a highly contested electromagnetic warfare-rich environ-
ment, other than to centrally shut systems down. 

Deputy Secretary of Defense Kathleen Hicks underscores the importance of ensuring that 
the “appropriate level of human judgment” be “flexible.”11 DoD policy on Lethal Autonomous 
Weapons Systems (LAWS) does not expressly bar development or use of these capabilities. 
The key distinctions lie in the definition summarized by the Congressional Research Service; 
LAWS “are a special class of weapon systems that use sensor suites and computer algorithms to 
independently identify a target and employ an onboard weapon system to engage and destroy 
the target without manual human control of the system.”12 To “independently identify” targets 
and act to harm “without manual human control” defines the LAWS, and therein also lies some 
of the flexibility in defining “in-the-loop” noted by Dr. Hicks. The human remains “in-the-loop” 
if the targets cannot be selected without human input, or if control is delegated under human 
supervision with the option to cancel the mission at key points in its execution. 

For example, for the recently announced “Replicator” program, which is designed to produce 
thousands of surveillance, disrupting, or lethal drones, the human ‘in-the-loop’ would control 
overarching instructions to the drone swarm, yet it is unclear what else the human controls 
in these drone operations.13 The human-loop evolution is still evolving within DoD along with 
everyone else; however, the Administration’s new EO makes no mention of this challenging 
spectrum of human involvement in targeting. 
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Russia, The People’s Republic of China, and Military AI

Adversaries and vendors also get a vote in the future of trust with AI and DoD. Their choices 
could increase environmental pressures on the U.S. military to move faster, to more precisely 
define what falls within (and without) the outer bounds of acceptable and unacceptable flexi-
bility in what human-in-the-loop means, and to unwittingly expand the operational choices of 
automation, despite the best of ethical intentions of DoD leaders. There is no reason to assume 
that aggressive autocratic nations like Russia or China have any incentive to maintain the hu-
man-in-the-loop ‘principle’ concerning the use of deadly force in autonomous systems. Russia’s 
Vladimir Putin has urged international controls on other states while asserting the need for 
Russia to ensure America has no monopoly on AI.14 Rapidly adapting commercial AI for use in 
battle is hard and time-consuming. Commercial developers, absent regulations or other over-
sight, do not spend the time for careful consideration of the longer-term systemic ethical con-
sequences in democracies, let alone in today’s war-driven Russia.15 And Putin is incentivized 
to move quickly given his stated position that the nation who “rules AI” will “rule the world.”16

China’s Xi Jinping repeatedly has expressed strong ambition for China to lead the world in 
artificial intelligence and other technologies perceived as critical to the national socio-techni-
cal-economic systems of democratic systems. The Chinese 2017 'New Generation AI Develop-
ment Plan' projected that China would be the ‘major AI innovation hub of the world’ by 2030.17 
At the same time, China has a robust history of technological theft through cyber attacks, hos-
tile buys, and bullying economic or political coercion.18 One after another major cyber attack 
has been attributed publicly to Chinese state-sponsored hackers across major underlying op-
erating systems.19 There is no reason to presume any change in China’s extraction operations 
as part of China’s relentless centrally fueled AI development program.20 Nor is there any evi-
dence that the Chinese approach to gaining dominance in or employing artificial intelligence 
– whether in espionage, economic theft, or combat – will be any different than its admittedly 
creative cyber extractive pursuit of other technology targets.21 The one silver lining is the 
natural conservative bent of the Chinese military to want to be sure a new technology works 
as planned before it is used extensively.22 Beyond that functional certainty, however, China’s 
embrace of AI reveals no more ethical constraints than China has shown with cyber in general 
when opportunities emerge to disrupt democratic targets in or outside of combat.

Industrial Base and Dual-Use

Vendors also get a vote. The principles of the White House AI EO, as the DoD’s AI Ethics are 
voluntary for any commercial entity unless one is already a contractual partner to the DoD in 
the Defense Industrial Base (DIB).23 The non-DIB commercial AI industry conducts the vast 
majority of AI development and production, especially the massive foundation models and 
their products, but these firms are not obligated to ensure ethical standards through their 
development or deployment process. Given what is likely to be available within DoD’s accel-
erated time limits, ethically integrating AI effectively inevitably will force choices between 
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ensuring ethical standards or missing deadlines. Rigorous observance of ethical standards  
throughout the AI development cycle will be more difficult than assuring the cyber security 
of the software development process, and the latter is largely not yet anything close to a suc-
cess.24 DIB contractors must adhere to DoD ethical principles in order to obtain and retain 
DoD contracts, but they are by and large not the major developers or vendors of cutting edge 
AI despite their glossy advertisements making timelines, ethics, and bleeding edge quality 
of DoD’s AI purchases open to question and possible distrust, despite assurances today.25

Impacted by the dominance of commercial actors are challenges presented by the dual-use 
of AI potentially facilitating Chemical, Biological, Radiological & Nuclear (CBRN) develop-
ment by terrorists or non-experts, regardless of whether humans are in, on, nearby, or out of 
the loop. Again, although the EO’s dual-use provisions will affect private commerce relating 
to defense, most of the directives only affect other government agencies. DoD and the intel-
ligence community are already deeply invested in following well-known and cyber-enabled 
CBRN connections, but public sources do not reveal whether this issue will have sufficient 
AI expertise or dedicated focus.

Demands on DoD to Lead AI Policy

The EO provides little guidance as to these serious external pressures on DoD, rather it has 
only several demands on the department. The Secretary of Defense is directed to “capitalize 
on AI’s potential to improve United States cyber defenses” (for national security systems) and 
(along with Department of Homeland Security) “develop plans for…an operational pilot proj-
ect to identify, test, evaluate, and deploy AI capabilities, such as large language models, to 
aid in the discovery and remediation of vulnerabilities in critical United States Government 
software, systems, and networks.” The Secretary is also to contract, in consultation with the 
National Security Advisor and the Office of Science and Technology Policy, with the National 
Academies of Science, Engineering and Medicine on a study to assess ways in which AI can 
increase or reduce biosecurity risks. Finally, the Defense Secretary and Chairman, Joint 
Chiefs of Staff are also members (along with other Cabinet Departments and numerous Presi-
dential advisors) of a White House Artificial Intelligence Council to formulate and implement 
AI policies. 

Also, the White House’s National Security Advisor must develop a “memorandum” ad-
dressing “the governance of AI used as a component of a national security system or for 
military and intelligence purposes. The memorandum shall take into account current efforts 
to govern the development of AI for national security systems.”

The bottom line is that the EO’s authors appear to accept the reality that DoD already is 
addressing the EO’s key issues in the following: 2022 DoD Responsible AI Implementation 
and Strategy, 2023 DoD Data, Analytics, and Artificial Intelligence Adoption Strategy, and 
the various service’s AI policies embedded with ethics throughout acquisition/development 
and deployment/retraining. Other issues can be associated with DoD initiatives such as the 
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following examples (the list is not exhaustive): promoting innovation and competition (e.g., 
the “Tradewinds” initiative under DoD’s Chief Digital and AI Office); promoting U.S. AI tal-
ent (“500 new researchers by 2025” and various DoD AI education efforts); development of 
training resources (various DoD AI education efforts); establishing new service-connected 
AI Research Institutes (Department of the Air Force MIT AI Accelerator, Department of the 
Army’s work with Carnegie Mellon University, Department of the Navy efforts to create 
a DON AI Accelerator homed at NPS); grants for AI Tech Sprint competitions (support for 
Defense Innovation Unit efforts, Naval Innovation Exchange (NIX), The Navy’s Task Force 
59, the Naval Applications of Machine Learning (NAML) conferences, and the equivalents 
across all services).26 In short, these DoD initiatives help explain the White House’s light 
hand relative to DoD. 

The question is whether sufficient thinking has been put into what happens as to the civil-
ian sector spillover when the forcing functions of AI-enabled combat advantages, adversar-
ies’ AI advances, and AI vendors’ ethical or security neglects inevitably come into play. The 
impact of this trifecta will be further affected by other technologies changing at warp speed: 
quantum, nano, and fusion. The AI era is just beginning to outweigh cyber in its transforma-
tional effects, including in conflict. Executive orders of the future governing responsible AI 
must recognize and appreciate the impact that adversarial scenarios will pose for guardrails 
desperately needed in non-DoD contexts. While the EO did not signal that coming discussion, 
DoD may need a stronger hand given the bleed-over effect its advances will have on non-DoD 
capabilities. The military leaders need at least senior leaders’ foresight and more collabora-
tive oversight into what are today’s exceptionally uncomfortable topics; these dilemmas are 
likely to be tomorrow’s ugly realities.   

DISCLAIMER
The views expressed here are those of the authors alone and do not necessarily represent 
the views, policies, or positions of the U.S. Government, Department of Defense or its compo-
nents, to include the Department of the Navy or the U.S. Naval War College.
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ABSTRACT 

The multi-disciplinary nature of Cybersecurity, Cyberspace Security, and Defensive 
Cyberspace Operations (DCO) has resulted in different interpretations of cyber-related 
terms among various groups. The communication gap between cybersecurity profes-
sionals and operational professionals has increased over time. Cybersecurity pro-
fessionals struggle to establish priorities of work as they define and frame the risks 
differently from mission-focused operating professionals. Miscommunication results 
in a different understanding of mission requirements and different expectations be-
tween those requesting support and those providing support. Despite progress in 
cybersecurity tools and processes, the communication gap endures. Presently, AR-
CYBER is challenged to balance the demands of mission commanders requesting 
defense of critical missions, Congress directing actions to defend critical resources, 
and intelligence reports, all resulting in diversion of resources to address perceived 
threats. Mission Thread Analysis (MTA) is a process to help build understanding 
and consensus between customers (operational force) and providers (network op-
erators and defenders), offering an analytical framework where both sides detail 
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their operational and technical requirements. MTA 
requires mission owners to analyze, prioritize, 
and depict a mission as a series of steps within a 
Mission Process Thread (MPT), including the data 
pathways or Mission Engineering Threads (MEngTs) 
required to complete the mission. Integrating MTA 
results with threat intelligence enables appropriate 
planning and coordination to apply the right capa-
bility to perform DCO in support of Army require-
ments. ARCYBER redesigned and formalized the 
MTA process to help inform prioritization, training, 
team employment, and optimization of Defensive 
Cyber Forces. This new MTA process, or a similar 
adaptation, will prove useful in planning and co-
ordination of cybersecurity efforts across a broad 
range of actors, including, but not limited to: Inter-
agency Partners; State, Local, Tribal, and Territory 
(SLLT) Partners; the private sector, and internation-
al partners by defining cyber defense requirements 
in terms in common all actors.  

INTRODUCTION

Over time network operators and network 
defenders created terminology to describe 
how they mitigated vulnerabilities and con-
tended with threats. For example, as the 

terms Cybersecurity,1 Cyberspace Security,2 Cyber-
space Defense,3 and Defensive Cyberspace Operations 
(DCO)4 evolved and came into use by cybersecurity 
professionals, the nuances in the different definitions 
created gaps in understanding between cybersecuri-
ty professionals and operational professionals.5 The 
different terms, often used interchangeably by oper-
ational professionals, contribute to confusion when 
addressing support requirements. It is particularly 
important when determining the degree of protection 
or defense required within cyberspace (see Textbox 1: 
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Differing Terminology). To put it another way, the 
distinction between a proactive mitigation of vulner-
abilities to prevent exploitation and execution of DCO 
while contending with an active threat is often lost in 
translation between mission owners and cyberspace 
professionals.6 As a result, cybersecurity profession-
als struggle to establish priorities of work as they de-
fine and frame the risks differently from the operating 
professionals who are focused on mission accomplish-
ment. Each group uses the same or similar words, but 
with different intentions or meaning. As an example, 
FM 3-90 defines “Disrupt” as “...a tactical mission task 
in which a unit upsets an enemy’s formation or tem-
po and causes the enemy force to attack prematurely 
or in a piecemeal fashion.”7 However, FM 3-12 Cyber-
space Operations and Electromagnetic Warfare8 and 
JP 3-12 Cyberspace Operations defines “Disrupt” as 
“to completely but temporarily deny access to, or op-
eration of, a target for a period of time. A desired start 
and stop time are normally specified. Disruption can 
be considered a special case of degradation where the 
degradation level is 100 percent.”9 

COL Neil Khatod recently retired from serving 
as the ARCYBER G-3, Director of Operations Of-
ficer.  He has served in various leadership and 
staff positions during his 29-year career.  Recent 
positions include serving the Chief of Defensive 
Operations (G36) for ARCYBER and as the com-
mander of the 2nd Theater Signal Brigade in Ger-
many.  Colonel Khatod received his commission 
through the United States Military Academy at 
West Point where he graduated in 1994 with a 
Bachelor’s degree in Spanish and French. He 
also has advanced degrees from the University 
of Oklahoma (Master’s in Human Relations), the 
University of Maryland (Master’s in Information 
Technology), and the National War College 
(Master’s in National Strategy and Policy). He 
recently became the Chief Information Officer 
and Veterans Outreach lead at Hays Americas. 

Differing Terminology 

Cybersecurity vs Cyberspace Security vs Cyber Space Defense vs De-
fensive Cyber Operations vs Defensive Cyber Actions... 
Consistent across multiple Department of Defense publications 
and strategies, oint doctrine uses the term “cyberspace security” to 
distinguish the tactical-level cyberspace action from the policy and pro-
grammatic term “cybersecurity” used in the Department of Defense 
(DoD) and United States Government (USG) policy. In order to enable 
more effective planning, execution, and assessment, joint doctrine 
distinguishes between cyberspace security and defensive cyberspace 
actions. DoD and USG cybersecurity policy make no such distinction, 
instead employing the term cybersecurity, to include the ideas of both 
security and defense. Doctrine uses “cyberspace security” to describe 
specific actions as described in this paper and “cybersecurity” only in 
reference to DoD or national policies for protecting cyberspace. 

Textbox 1
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Miscommunication results in a different under-
standing of mission requirements and expectations 
between those requesting support and those provid-
ing support within the cyberspace domain. Howev-
er, where cyberspace is concerned, the breakdown 
results in stark differences between a mission com-
mander’s ability to operate and the technical require-
ments needed to securely support critical operations 
via cyberspace capabilities. The tension between mis-
sion command requirements and network and system 
security requirements adds to the challenge of those 
charged with DCO. Despite progress in cybersecurity 
tools and responses, the communication gap endures, 
leading to a growing disconnect between customers 
(mission commanders) and providers of cybersecurity. 
As the Cyber Mission Force (CMF)10 has matured, so 
have their techniques, tactics, and procedures. What 
was once considered the most effective approach to 
defending “assets” is now considered ineffective be-
cause no asset exists separate from the systems and 
networks it is connected to within cyberspace. Addi-
tionally, missions commonly extend beyond the De-
partment of Defense Information Network (DoDIN) 
assets to off-DoDIN systems and networks.11

ARCYBER presently faces numerous demands by 
mission commanders requesting support to defend 
critical missions, Congressional directives12 to defend 
critical systems, and intelligence reports highlighting 
that the Internet is a dangerous place, resulting in di-
version of resources to address perceived threats. Such 
demands prevent ARCYBER from effectively planning, 
affecting training and readiness as well as resource al-
location. Finally, without a comprehensive understand-
ing of residual risk, Army leaders are unable to under-
stand well enough when and where they are accepting 
risk to systems and networks. When a crisis such as 
“Solar Winds”13 occurs, Cyber Protection Teams (CPT) 
and analytic support capabilities are redirected from 
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their current missions to address the crisis. Prior to 
2022,14 the Army had no process for determining where 
it would accept risk when re-missioning capabilities 
to concentrate on an emerging crisis, instead relying 
solely upon the ARCYBER CDR to make decisions and 
accept risk beyond his/her scope. 

In June 2020, Headquarters Department of the Army 
(HQDA) published HQDA Execution Order (EXORD) 
211-22 requiring planners to identify Commander 
Critical Mission Threads and their corresponding 
Mission Engineering Threads, and the intelligence 
community to provide known and perceived threats. 
Finally, ARCYBER planners match those findings 
against the existing capabilities and capacity of AR-
CYBER and other Army resources to conduct DCO or 
provide mitigation. EXORD 211-22 outlines a process 
to prioritize DCO missions and related mitigation ac-
tivities for approval by Army senior leaders and iden-
tifies residual risk which those leaders either accept 
or direct additional resources for action (see Figure 1). 
To address the various communication gaps and mini-
mize confusion among all parties, we propose Mission 
Thread Analysis (MTA) by providing an analytical 
framework where all stakeholders detail their oper-
ational and technical requirements, while providing 
threat-informed analysis to advise and optimize DCO 
planning and execution.

In 2013, the Department of Defense (DoD), in col-
laboration with Carnegie Mellon University’s Soft-
ware Engineering Institute, developed the concept 
of a “Mission Thread Workshop.” The collaboration 
resulted in defining “mission thread” as a sequence 
of end-to-end activities and events, given a series of 
steps, that provide one or more of the capabilities that 
the “system of systems” supports.16 The introduction 
of a mission thread perspective has shifted focus from 
individual systems or equipment as stand-alone com-
ponents to the realization that effective cybersecurity 
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must involve the identification of end-to-end data flows, usually across multiple systems.17 
Out of this understanding and the lessons learned over numerous defensive cyber opera-
tions,18 ARCYBER planners designed the concept of Mission Thread Analysis to improve the 
efficiency and capacity of CPTs19 and to support increased support from the ARCYBER staff.

Figure 1 starts with an MTA. This step requires mission owners to analyze and prioritize 
their critical missions and conduct and MTA to determine their DCO requirements. Mission 
owners  depict the process of a mission as a series of steps or actions required to achieve 
successful accomplishment. For clarity, we call this the Mission Process Thread (MPT).20 
See Textbox 2, Mission Process Thread.21 The MPT could be as simple as articulating a “kill 
chain.” For example, an air defense radar detects enemy aircraft sending information to an 
engagement control station, and the personnel 
in the engagement control station communicate 
with the air space coordination authority to con-
firm the target and gain clearance of fires (see 
Table 1). Once cleared to fire, the battery fires 
a surface-to-air missile against the enemy air-
craft on order of the engagement control officer. 
While that kill chain scenario is only part of the 
story, the steps tell us “what” and a little about 
“who” and “how,” but not the details or the sys-
tems and networks involved. To get those details 
we need to examine the second part of MTA, the 
Mission Engineering Thread.

Figure 1. Optimization of  Defensive Cyber Operations.15

 Defining “Mission Process Thread” 
Based upon classified reports, notes, and AAR data 
following efforts to plan for and execute defensive 
cyberspace operations, we identified patterns of 
confusion across supported commands. In prac-
tice, we discovered that participants confused and 
interchangeably used the terms Mission Thread and 
Mission Engineering Thread.  To alleviate the confusion 
of participants in MTA efforts, ARCYBER uses the term 
Mission Process Thread to distinguish between the two 
original terms.  Mission Process Thread and Mission 
Thread share the same definition found within the 
“DoD Mission Engineering Guide.”

Textbox 2
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The Mission Engineering Thread23 (MEngT24) includes the hardware, systems, and networks 
that support the data pathways across the Persona, Logical, and Physical layers of cyberspace 
required to complete the mission, as described by the MPT.25 In the example above, we would 

Figure 2. ARCYBER Mission Thread Analysis Framework Adapted from the DoD Mission Engineering Guide.22

Table 1. Example: Fictional Kill Chain to Represent Application of MTA.

Components of ARCYBER’s Mission Thread Analysis

Mission Process Thread (simplified) Mission Engineering Thread (simplified)

Sense to observe and identify  
air threats

Radar, detects aircraft through electromagnetic spectrum detection, communicates air picture 
through data passed to engagement control station via fiber network

Identify aircraft, detect track,  
provide early warning

Engagement control station receives and analyzes data portraying the target on the engagement con-
trol screen; the engagement control system identifies the track as hostile based on internal database 
prompting early warning alert sent as digital message over multiple command and control networks 
(SIPR, Mission Command Systems, Link16, fiber to big voice, and cellular messaging systems

Track aircraft, determine friend 
or foe

Radar and engagement control station continue to communicate track updates via fiber, track data is 
forwarded to the area air defense coordination cell for awareness via Link16

Confirm enemy track, gain  
clearance of fires

Voice and or data messaging used to confirm enemy aircraft via HF radio, TACSAT, Link16, and VOIP to 
communicate clearance of fires

Confirm track, fire missile,  
engage aircraft

Radar and engagement control station continue communicating updates via fiber, order to fire 
provided to system manually initiating engagement and missile launch via fiber and or line-of-sight 
communications

Track missile engagement,  
confirm battle damage 
assessment

Radar continues to communicate track data to the engagement control station via fiber, receives data 
regarding missile launch via line-of-sight communications and begins communicating with the missile 
in flight via HF encrypted messages to provide course correction; radar detects engagement via elec-
tromagnetic spectrum observation noting the destruction of track

Return to previous status: sense to 
observe and identify air threats

Operators confirm engagement with the airspace coordinator via voice or data systems and return 
all detection and firing systems to previous status via commands over fiber in order to observe addi-
tional threats
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identify the MEngT from the point of detection by the radar to the system communication 
with the engagement control station, voice or data communication with the airspace coordi-
nation authority, continued communication between the engagement control system and the 
radar system, followed by the transmission of “fire” to the launching station and the follow-on 
data flows between various systems to complete the engagement. Identifying these MPTs and 
MEngT provides a complete MTA.  Table 1 provides more detail on this MTA.

This fictional “kill chain” is an oversimplification to provide a broad overview of the nuances 
between MPT and MEngT. In the Army, we typically receive the MPT from the Operations Of-
ficer (S3 or G3). The organization’s Signal Officer or Communications Officer typically provides 
the MEngT that includes the technical elements necessary to execute the data flows associated 
with all the systems and networks required to accomplish the mission. In the past, Mission 
Commanders would express their need to execute critical missions and request “protection” or 
the need to have “mission assurance.” This approach required significant research and under-
standing by CPTs prior to their mission execution. Additionally, CPTs required very detailed 
technical data on specific systems or portions of networks. Although systems and databases 
exist to provide this information, they tend to be outdated due to lacking organizational/system 
owner compliance.26 Only through gaining a full understanding of the processes and systems 
involved in a particular mission can CPTs have a running start to execute their mission most 
efficiently and effectively. The coherent identification of requirements resulting from the MTA 
enables ARCYBER to begin prioritizing missions and identifying risks in preparation for plan-
ning DCO missions over time.   

With MPTs and MEngTs developed, the MTA provides both non-cyber and cyber represen-
tatives a common framework and shared understanding of the problem. Capturing the results 
of an MTA in a Defense Requirements Statement (DRS)27 enables ARCYBER to make informed 
decisions about establishing priorities of work for DCF employment. The DRS is a simple fill-
in-the-blank or “Mad-Libs” format that a mission owner uses to articulate its protection and 
defense requirements in cyberspace. The DRS allows easier understanding by mission owners 
of their own requirement. Further, the blanks guide the mission owner to provide the basic 
information required to start DCO planning and prioritization. The DRS also supports AR-
CYBER participation in USCYBERCOM’s Cyber Forces Mission Allocation Process (CFMAP).28 
The CFMAP allows USCYBERCOM to make informed decisions on mission prioritization and 
apportionment of forces across the services and the various Joint Force Headquarters - Cyber 
(JFHQ-C). MTA also enables identification of DCF training requirements to be completed before 
rendering assistance. MTA enables development of the rough time estimates for a DCF to com-
plete the mission. The MTA and the DRS serve as a confirmation brief between all parties relat-
ed to the DCO mission. Finally, with the definition of MRT-C above, MTA allows for a mission 
analysis that will support discussions and planning with IA partners regarding the protection 
of MRT-C that resides outside of DoD Cyberspace.
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Another value of the DRS is that it serves to start the creation of intelligence requirements 
within ARCYBER and the larger Intelligence Community. As captured by Figure 1 in step two, 
the DRS start to inform existing collection management, single source reporting, and ultimate-
ly synthesis into an all-source intelligence product regarding threats to known MRT-C. With 
this intelligence in hand, determinations are made regarding threats to MRT-C and if any ac-
tion needs to be taken. If a response is required, step three covers determining what form that 
response takes. A specific response takes into account existing priorities of work and existing 
authorities. From there the response takes the form of a CPT under the direction of ARCYBER 
or if a broader response from USCYBERCOM or an interagency response is required. MTA 
enables ARCYBER to move from being asked to “Cyber all the things,” to focus on defending 
specific Mission Relevant Terrain-Cyber (MRT-C)29 for a specific Mission Owner purpose.

While the DCO-Optimization process, supports timely tactical execution of DCO, the MTA 
and its results also support long-term strategic decisions made by ARCYBER and beyond in 
steps four and five. USCYBERCOM allocates CPTs to the Army to conduct DCO through both 
active defense missions and providing passive measure plans to network operators based on 
data analytics and intelligence reports. By ARCYBER consolidating and submitting DRS to 
USCYBERCOM, it helps inform future force allocation decisions. Further, those same DRS help 
inform priority of work decisions by ARCYBER and HQDA. The MTA informs prioritization, 
force allocation decisions, and future intelligence requirements. MTA enables prioritization of 
DCO missions through a more coherent understanding of the processes and systems involved, 
compared to Army priorities further supported by intelligence reporting that enables better 
risk analysis. So while the other Army Service Component Commands (ASCCs) have “Set the 
Theater” tasks; as depicted in step six ARCYBER has a “Set Cyberspace” task for the Army and 
for portions of the Joint force. 

For the Army, the MTA process helps ARCYBER to prioritize, train, employ, and resource De-
fensive Cyber Forces (DCF),30 optimizing employment of these limited resources by matching 
the requirement with the right-sized DCF element and skill set. The MTA is not designed to 
be Army specific, it was designed to be service and department agnostic. MTA also identifies 
remaining gaps requiring mitigation or acceptance of risk at by the appropriate decision-mak-
ing authority. Appropriate prioritization allows ARCYBER to apply limited capacity against the 
highest concerns and risks from the Army’s perspective. Effective optimization of the Cyber 
Protection Force (CPF) allows ARCYBER to apply the right capabilities against appropriate prob-
lem sets, which sometimes requires significant training or even certification prior to mission 
execution. For example, training personnel to defend data appropriately in the Amazon Web 
Services (AWS) cloud requires X months of training and certification, while training personnel 
to defend Microsoft (MS) Azure cloud requires separate training lasting Y months. Finally, the 
combination of prioritization and optimization better positions ARCYBER to recommend which 
forces to re-mission during crises when emerging requirements dictate a shift in resources. 
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Different cultures and lexicons of customers (operations and mission commanders), cyber-
security and cyberspace security providers (like those across the DoD), Inter-Agency (IA) 
partners, the private sector, and non-federal jurisdictions all create friction that negatively 
impacts the government’s ability to contend with the effects caused by Malicious Cyber Actors 
(MCA). MTA helps translate the needs and requirements among the cultures by providing 
a framework that utilizes definitions used in com-
mon that are easily understood by all cultures and 
varying levels of cyber expertise. To overcome this 
friction, ARCYBER is incorporating concepts from 
the DoD Mission Engineering Guide, Carnegie Mel-
lon University’s Software Engineering Institute’s 
“Introduction to the Mission Thread Workshop,” and 
RAND Corporation’s “Cyber Mission Thread Analy-
sis: A Prototype Framework for Assessing Impact to 
Missions from Cyber Attacks to Weapon Systems,” 
to inform and establish MTA as a formal process in 
support of HQDA EXORD 211-22 “Army Support to 
Defensive Cyberspace.” 

Based on ARCYBER’s operational lessons learned over the past several years,31 a thorough 
MTA enables a common framework to facilitate discussions, establish common understand-
ing of the problem across cultures, and establish priorities of work for conducting DCO, with 
impacts on cybersecurity and cyberspace security efforts writ large. Establishing MTA as 
a common framework to facilitate DCO planning and execution allows cyber and non-cyber 

ARCYBER’s Operational Lessons Learned

This ARCYBER depiction of Mission Thread Analysis 
takes the original model established within the DoD 
Mission Engineering Guide and expands Mission 
Engineering Threads into an abstraction that 
depicts the detail required to support Defensive 
Cyberspace Operation planning and execution.  A 
detailed abstraction requires Mission Owners to 
start identifying, defining, and depicting Mission 
Relevant Terrain – Cyber both on and off DODIN 
required for the successful completion of a mission.

Textbox 3

ARCYBER Example 

Data Rationalization Effort as a Way of Understanding MTA
In the summer of 2023, ARCYBER commissioned a study to provide an end-to-end visualization and analysis of the DoDIN-A 
enterprise information systems data environment, including DoDIN Operations and Defensive Cyberspace Operations pro-
cesses. The process generated a complex diagram depicting the “ARCYBER Data Ecosystem Current State.” The undertaking 
involved surveying and mapping hundreds of data feeds being ingested and used across the ARCYBER Enterprise considered 
mission essential for operating and defending the DoDIN-A. The exhaustive effort included nearly 300 interviews across 13 
organizations within the ARCYBER Enterprise. The deliverable included a current state, high-level visual overview of ARCY-
BER’s data ecosystem. To achieve this outcome, planners researched the following questions:

The results provided the ARCYBER Commander with a mission commander’s understanding of various MPT, along with sev-
en actionable recommendations, which included improvement to empower cyber defenders to defend critical networks and 
associated mission process threads more proactively. The power of the “ARCYBER Data Ecosystem Current State” visualiza-
tion has led the ARCYBER Commander and Technical Warfare Center leadership team to brief the findings to the Secretary of 
the Army, the Chief of Staff of the Army, the Principal Cyber Advisor, the Army Chief Information Officer, and the HQDA G-6, 
as well as numerous Congressional Delegations.33

 1) What data does ARCYBER have?  
2) Where are the data going?  

3) What decisions are made with the data? 
4) Who uses the data?  

5) What are the data gaps? 
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stakeholders to have a common understanding of the problem and effectively communicate 
priorities and identify risk. More importantly, MTA helps leaders more clearly sense and bet-
ter understand32 threats and vulnerabilities within the cyberspace domain, enabling well-in-
formed decisions, and allowing the optimal employment of cyber protection forces as they act 
in partnership with Inter-Agency, industry, and allied partners.

Mission Thread Origins

Various definitions of “Mission Threads” are in use within systems engineering, mission 
engineering, and software engineering disciplines to describe and depict processes. While 
the disciplines share a common use of process maps, they differ radically in how they depict 
the processes they describe. While acknowledging the differences in the definitions used by 
the disciplines, the ARCYBER MTA process is grounded in the Mission Thread and Mission 
Engineering Thread definitions found within the DoD Mission Engineering Guide. The Mis-
sion Engineering approach recognizes the cross-disciplinary nature of the systems within a 
system-of-systems required to execute and accomplish a mission. Mission Engineering also 
shows the distinction between accounting for the steps required to achieve a mission and the 
technical details behind the systems that support the data flow within and between systems 
to support a mission. Given this background, Mission Thread Analysis uses the terms Mis-
sion Process Thread and Mission Engineering Thread to capture both the operational and the 
technical process details to better support DCO planning and execution in support of mission 
owners.  

ARCYBER’s Cyber Protection Brigade has been performing mission analysis based on Mis-
sion Threads with mission owners for several years. One of the benefits of MTA is that earlier 
mission analysis enables optimization of limited DCO capacity. Advanced analysis prior to 
mission execution allows the CPT to focus on mission planning rather than having to research 
the technical details of the mission environment, enabling significant time savings. This op-
timization of resources makes it possible for Defensive Cyber Forces (DCF) to perform more 
missions over a given period.

Mission Thread Analysis Process

The MTA starts with the identification of a Mission Process Thread.  Developing Mission Pro-
cess Threads is a G3/S3/Mission Owner responsibility and is based on the commander’s pri-
oritization of missions/key processes (see Textbox 4). Without established priorities from the 
commander/G3/S3/Mission Owner, the G6/S6/Chief Information Officer (CIO) and supporting 
Information Technology Department must make educated guesses about the criticality and po-
tential risk to mission processes and associated systems. Conversely, if the commander focuses 
protection requirements on missions, a G6/S6/CIO will gain a better understanding of po-
tential vulnerabilities and protection requirements. Moreover, asset-focused requirements ob-
scure the entirety of mission requirements, particularly those that reside off-DoDIN or outside 
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the span of control or responsibility of the commander/mission owner. Focusing on a Mission Pro-
cess Thread, rather than specific assets, assists in more accurately identifying MRT-C outside 
of a unit's responsibilities and/or off DoDIN. In other words, focusing on assets that an organi-
zation owns versus focusing on what it uses as a customer, omits potential vulnerabilities and 
systems required for operations/mission execution.

Once the G3/S3 or a commander approves final MPT products, the development of Mission 
Engineering Threads (MEngT) can begin in earnest. An MEngT describes and depicts the pro-
cesses and systems that handle data connecting the operational steps outlined in the Mission 
Process Thread. An MPT will have more than one MEngT and those MEngTs are likely to grow 
in complexity as analysis continues into further steps of the MTA. MEngTs include, but are not 
limited to systems, information exchanges, nodes, and data storage. In the context of relevant 
cyber capabilities, the MEngTs include the Persona, Logical, and Physical layers of cyberspace 
as defined by JP 3-1234 and within FM 3-12.35 In simpler terms, a MEngT is comprised of the 
programs and pathways that the data take to move from one step to the next within the MPT.36 De-
veloping MEngTs is an iterative process, increasing technical detail with each iteration. For the 
sake of understanding how much detail is within an MEngT, ARCYBER uses the term “Identify, 
Define, and Depict” to measure the amount of detail at hand. “Identify” is simply the naming 
convention of processes or systems requiring protection. “Define” covers the answers to the 
“5Ws” and captures “who” is responsible for the system (and how to contact them) and “where” 
the system is physically located. “Depict” covers the network map of the processes and systems 
requiring protection. These three levels of detail help measure progress, support prioritization 
decisions, support force allocation decisions, and capture technical details required by DCF to 
plan and execute DCO. 

Elements of Mission Thread Analysis

“Developing…” is an iterative process of Identifying, Defining, and Depicting Mission Process Threads and Mission  
Engineering Threads collaboratively.  

Identify, Define, and Depict, cover an ever-increasing amount of detail:

  • Identify is only the name of the task or system requiring further analysis. 

  • Define covers answering basic questions in words that include, but not limited to the steps of the process,  
      where MRT-C resides, who is responsible for the MRT-C, etc...  

  • Depict provides the most detail and the term is used for the final graphics or network map that show a MT and/or MEngT.  

This stratification establishes the different levels of details required to make certain decisions, making clear this is an iterative 
process to increase understanding. Previously, directives tasked organizations to engage in the daunting task of creating 
comprehensive network maps without any priorities. Progressing iteratively provides priorities of work for mapping/depict-
ing efforts.  Additionally, the stratification provides for a demarcation where the effort must stop if it starts to identify MRT-C 
that resides off-DDIN.  For off-DDIN MRT-C, the task is to identify and define resources only to the extent that it is useful for 
conversations with IA Partners.  The intent is not to depict off-DDIN MRT-C and run afoul of Intelligence Oversight concerns 
or to violate limitations of authorities.

Textbox 4
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For the sake of Mission Thread Analysis, the first iteration of developing MEngTs should 
identify, in broad terms, what MRT-C37 is required to complete a step and move to the next 
step within an MPT across the three layers of cyberspace (physical, logical, and Persona) and 
where the MRT-C resides (in terms of DoDIN-A, elsewhere on DoDIN, or within Commercial 
Networks). The first iteration of MEngT development also identifies the responsible organiza-
tion for those programs/networks and their physical location.

Before going further, it is important to cover and reconcile the different definitions of MRT-C. 
Failure to reconcile these MRT-C definitions used by Defensive Cyberspace Operations and Mis-
sion Assurance has created confusion and considerable friction in the conduct of DCO over the past 
six years. Different from asset-focused approaches, MTA efforts focus on identifying MRT-C more 
broadly. The current definition of MRT-C is contained in USCYBERCOM Cyber Warfare Publica-
tion 3-0.1 – “Identification of Mission Relevant Terrain in Cyberspace (MRT-C),” 20 August 2021. 
It defines MRT-C as “All devices, internal/external links, operating systems, services, applica-
tions, ports, protocols, hardware, and software 
on servers, required to enable the function of 
a critical asset; may exist external to the DoD 
cyberspace.”38 This definition of MRT-C is in 
keeping with the original intent of the various 
series of orders that originally coined the term 
back in 2017 by acknowledging MRT-C can 
exist off-DoDIN,39 and overcomes the friction 
caused by truncated versions of the MRT-C 
definition that have emerged since.

Figure 3. ARCYBER Mission Thread Analysis Framework

MRT-C Depiction

Compromises occur across all the three layers of cyberspace 
(Physical, Logical, and Persona).  A portion of MTA is to 
determine what MRT-C exists before employment of any 
DCF and to capture information about MRT-C.  Example: 
Where does the MRT-C reside physically, who is responsible 
for the MRT-C, and contract information.  Determining 
where MRT-C resides and who is responsible for said MRT-C 
is critical for determining who within the federal government 
has the authorities for responding to threats to MRT-C.

Textbox 5
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Mission Assurance professionals define MRT-C as “Cyber analysis that includes document-
ing devices, internal and external links, operating systems, services, applications, ports, proto-
cols, hardware, software, and other technical aspects of a system required for the function of a 
critical asset.”40 The omission of “may exist external to DoD cyberspace” within the Mission As-
surance definition of MRT-C leads planners to focus solely on assets owned by an organization 
(or only on/within DoDIN), but overlook what MRT-C exists elsewhere, specifically off-DoDIN. 
The unintended consequence of this omission is that units limit their Mission Assurance anal-
ysis to the MRT-C under their direct control. Such analysis comes at the expense of overlooking 
MRT-C that is within the commander’s Area of Interest that the unit requires to accomplish 
its mission. This has unwittingly created a gap in understanding what processes or systems 
require consideration for protection and what is needed to frame that understanding in a way 
that allows mutual support with the interagency in a crisis.

Using different definitions of MRT-C in Mission Assurance and Defensive Cyberspace Op-
erations results in units duplicating efforts and creates a gap between identified unit-owned 
MRT-C protection requirements and protection requirements for MRT-C used by a unit to  
accomplish its mission that reside elsewhere, whether on or off DoDIN. What follows is an at-
tempt to reunify both efforts by providing one definition across both Mission Assurance and 
Defensive Cyberspace Operations. To overcome friction caused by differing definitions, we de-
fine MRT-C as, “All devices, internal/external links, operating systems, services, applications, 
ports, protocols, hardware, and software on services required to enable the function of a critical 
asset and/or for the completion of a mission; may exist external to DoD Cyberspace.” Inclusion 
of the emphasized portion of the definition of MRT-C accounts for both Mission Assurance and 
DCO requirements, enabling more effective planning and reduction of cybersecurity related 

Figure 4. Visualization of Table 1 Mission Thread Analysis of Air Defense Kill Chain Engagement.41
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The views expressed in this work are those of the authors and do not reflect the official 

policy or position of the United States Military Academy, the Department of the Army, or the 
Department of Defense.

risk.  Following ARCYBER’s back-brief on HQDA EXORD 211-22, Army senior leaders approved 
this definition during an Army Synchronization Meeting in October 2022 for socialization with 
other stakeholders and for incorporation into future doctrine and policy.

The completion of MTA triggers the initiation of Mission Thread Defense (MTD) by the Cyber 
Protection Brigade based on its priorities of work. MTD is the deliberate defense of MEngT (in-
cluding MRT-C) to support a Mission Owner’s designated MPT or critical operational missions 
by another name (e.g., air defense kill chain). The process identified as MPTs (e.g. detect, provide 
early warning, track, engage, BDA) during the MTA are those processes, that if compromised, 
would lead to overall mission failure (e.g. failure to destroy air threat). A successful MTA estab-
lishes priorities of work for DCF (by prioritizing excess demands against limited capacity), the 
details required for a successful MTD (analytics, threat, MRT-C), where (and if) IA support is 
required (beyond DoD authorities or access), and the identification of risk and authority of risk 
acceptance if the volume of requirements exceeds the capacity of USCYBERCOM and the IA.

CONCLUSION
MTA enables military organizations and private-sector companies to articulate their cyber-

security and cyberspace security needs more effectively to cyberspace security professionals 
across the DoD, the Interagency, and private cybersecurity partners. Using clear and concise 
terms in a manner designed to overcome institutional and cognitive biases enables more effec-
tive support and greater potential for optimizing limited resources. As organizations develop 
MPTs and MEngTs they translate their cyber protection needs across operational and technical 
frames of reference that can be used by ARCYBER, elsewhere within USCYBERCOM, and by 
the Interagency when and where appropriate. The MTA approach is also useful when the cyber 
protection function is performed by allies, sister service defensive cyber forces, Inter-agency 
partners, the private sector, or any other party – regardless of whether the protection teams 
are familiar with the process they are protecting. The Army’s use of Mission Thread Analy-
sis informs critical training requirements, force management decisions, and helps establish 
priorities of work for Cyber Mission Forces. A unit’s completion of a Mission Thread Analysis 
helps gather technical details that support DCO execution and gives the unit an opportunity 
to articulate their priorities more effectively for protection. By encouraging the use of Mission 
Thread Analysis across the Army, ARCYBER intends to increase efficiency and optimize em-
ployment of limited resources, while addressing the different approaches by various stakehold-
ers to counter or mitigate the efforts of Malicious Cyber Actors. These benefits will also accrue 
to others who implement MTA or a suitable adaptation.  
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ABSTRACT 

This paper explores whether the United States should establish a separate Cyber Mil-
itary Force. The article begins with a brief review of current cyber threats to the Unit-
ed States, followed by a review of historical precedent and great power competition.  
It then analyzes the current cyber military structure to help identify potential gaps 
within the current approach to offensive and defensive cyber operations. To provide 
a possible course of action in the context of a recommended framework, the article 
proposes using a well-known military framework called DOTMLPF-P (Doctrine, Or-
ganization, Training, Materiel, Leadership & Education, Personnel, Facilities, and 
Policy). The methodology used is a qualitative literature review, including journal 
articles, military doctrine, historical references, subject matter expert articles, U.S. 
Government Accounting Office reports, cyber industry reports, and legislation. The 
research aims to bring readers to the conclusion that it is time to establish a separate 
U.S. Cyber Force.
Keywords – Cyber, Cyber Defense, Cyberspace, National Security Strategy, National Cyber Strategy, Cyber Domain, Department of Defense

INTRODUCTION 

In 1947, President Harry S. Truman signed the National Security Act.1 This act made 
numerous changes to the nation’s defense and intelligence organizations including 
the establishment of the Department of the Air Force. In 2019, President Trump 
signed the National Defense Authorization Act (NDAA)2 establishing the U.S. Space 

Force as a component under the Department of the Air Force, after roughly twenty years 
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of effort and a congressional report on Space Matters.3  
This aligned a dedicated organization to the Space 
Warfighting Domain. The FY23 NDAA directed a De-
partment of Defense (DoD) report on Cyber Matters,4 
echoing an FY00 DoD report on Space Matters.5 The 
topic of Cyber Matters within the NDAA covers a wide 
range of questions, including total force generation.6   

The question of a Cyber Military Force is not new, 
although most studies lack practical solutions.7 The re-
search details multiple problems but falls short of pro-
posing actionable solutions. This article explores the 
requirement to establish a separate U.S. Cyber Mili-
tary Force, detailing threats, precedent, and current 
gaps. Finally, the author provides a framework for the 
DoD to recommend Congress establish a separate U.S. 
Cyber Military Force.

Some suggest, including the former Commander of 
U.S. Cyber Command (USCYBERCOM), General Paul 
M. Nakasone,8 that there is no need to establish a 
separate Cyber Military Force. When asked by U.S. 
Representative Pat Fallon, during the House Armed 
Services Subcommittee on Cyber, Innovative Tech-
nologies, and Information Systems, if Gen. Nakasone 
would “…accept command of a cyber service?”9 Gen. 
Nakasone responded with the following:

So Congressman, I would offer that you know that 
is obviously as you said a policy decision, but let 
me just provide a thought on this in terms of how 
we model ourselves and I think as you asked a 
number of different who (is)…in charge of special 
operations? Special Operations is not run by any 
specific service yet it is the lead service and ca-
pability that our nation has. That's what we have 
modeled ourselves at U.S. Cyber Command (af-
ter). This idea of having special and unique author-
ities that we’re able to train and man and equip 
our force and agility to maneuver.10
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gree from Davenport University; a Master of Arts 
from Webster University; and a Master of Science 
from the College of Information and Cyberspace. 
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This article counters Gen. Nakasone’s view by highlighting the distinct need for cyber 
defense.  Unlike U.S. Special Operations Command’s (USSOCOM) non-permanent defensive 
role, USCYBERCOM must continuously defend the Department of Defense Information Net-
work (DoDIN), the world’s largest network.11 Additionally, USSOCOM specializes in small-
group tactics, offensive operations, and providing specialized training. While small-group 
tactics may work for Cyber Protection Teams (CPTs) responding to cyber-related incidents, it 
is not applicable to defending a global network.

This article proposes using the DOTMLPF-P (Doctrine, Organization, Training, Materiel, 
Leadership & Education, Personnel, Facilities, and Policy) framework to analyze and develop 
a Cyber Military Force, not as a panacea but as a starting point.  

Threats

In March 2022, the Federal Bureau of Investigation’s (FBI) Internet Crime Compliant Cen-
ter (IC3) released its 2021 Internet Crime Report12 showing a year-over-year increase in 
Internet Crime between 2017 and 2021, roughly a 68% increase each year. The total reported 
losses for 2021 were $6.9 billion.13 Applying that same 68% increase to 2022 and 2023, the 
anticipated losses could be $11.6 billion and $19.5 billion, respectively. A way to reduce those 
losses is by identifying those supporting internet crime and cyber-attacks. Within the FY22 
National Defense Strategy, the Pentagon stated that “China remains the ‘pacing challenge’” 
and “identifies Russia as an ‘acute threat.’”14 Additionally, the Cybersecurity & Infrastruc-
ture Security Agency (CISA), under the Department of Homeland Security (DHS), published 
to their website Alerts (AA22-110A)15 and (AA22-279A)16 pointing to Russian and Chinese 
state-sponsored cyber threats. Continuing to pull that thread, North Korea and Iran both rise 
in relevance as state sponsors in CISA Alerts (AA22-187A)17 and (AA22-320A).18 

However, it is not just state-sponsored actors conducting these attacks. Mieke Eoyang, the 
Deputy Assistant Secretary of Defense for Cyber Policy, is quoted as saying,

But I think we’ve seen over time with the development of the non-state actor – the 
criminal cyber market – is that capabilities that were once reserved for state actors are 
available on the dark web for purchase.”19 

According to Eoyang, the criminals “…are motivated by money.” She said. “They’re in it 
for the ransom. They’re not necessarily in it for harming [the United States.]”20    

What does this mean to the cyber defense of the United States?  According to a September 
2022 U.S. Government Accountability Office (GAO) report on Opportunities and Threats to 
the DoD’s National Security Mission, the GAO found: 
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Given the ubiquitous nature of the information environment, both DoD and adversaries can 
conduct operations and activities in the information environment from anywhere in the 
world. Additionally, with DoD capabilities dependent on IT and the electromagnetic spec-
trum (EMS), its ability to conduct operations and activities in any of the physical domains 
(land, maritime, air, and space) is reliant on protecting the information environment.21

Specific to threat actors, the GAO report offered that “National and DoD strategies recog-
nize that nation-states…have demonstrated that they are threat actors in the information 
environment...”22 Of the institutional challenges, the GAO report continues with:  

The challenges include a lack of leadership emphasis, lack of resources, the implications 
of new technologies, and dated processes.  DoD components identified personnel, fund-
ing, IT, organization, and training as the most important institutional challenges they face 
related to the information environment.23

From the GAO report, with the specific details above, one can understand that the DoD and 
its components are not focusing on the cyber domain as much as necessary, which is critical 
to the other four warfighting domains.

Precedent for Organizing the Cyber Mission in DoD

From the time of Brigadier General Billy Mitchell in World War I to the 1947 National 
Security Act, which established the U.S. Air Force, aviators had continuously struggled to 
convince the U.S. Army that Air Power was more than a supporting effort to the land warf-
ighting domain. In his doctoral thesis Dr. James P. Tate, Lt. Col. U.S. Air Force (Retired) stat-
ed, “Within the Army it was the conflict over budget as much as anything else that fueled 
the Air Corp’s drive for independence.”24 Tate also includes in his thesis the congressional 
testimony of several aviators stating:

During the hearings, the points of the airmen’s argument emerged. The flyers argued that 
there were military missions for the air arm independent of the surface forces; that the 
airplane had an almost unlimited potential as a weapon; that the full power of the airplane 
could be reached only by an air arm controlled by men with knowledge and interest in 
aviation; that the leadership of the Army, especially the General Staff, lacked interest and 
knowledge in aviation and had subordinated the needs of the air arm to those of other 
combat arms; that a separate air service would prevent expensive duplication by concen-
trating the government’s aviation activities under central control; that such an indepen-
dent air service had been successful in Britain; and finally, that development of aviation 
under an independent air service would provide support, direction, and encouragement 
for the country’s aviation industry which depended so heavily upon the military market.  
The best way to take advantage of the new technology in aviation was to create a new 
military organization.25 
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Within the above quote, one could easily replace “air” and “airplane” with “cyber” and 
present the same compelling argument. Of note, for use later, is the concept of the Air Force 
supplying pilots and support to the U.S. commercial air sector. Again, replacing “air” with 
“cyber” is something to remember when talking about the deficit of cyber talent for positions 
available within the United States.

Lastly, from Tate’s thesis, “Congress passed the National Defense Act of 1920, which gave 
permanent legislative authority to the Air Service…”26 Additionally, “The Air Service received 
authority to procure equipment.”27 Similarly, as Mark Pomerleau details in a Defense Scoop 
article, the FY22 National Defense Authorization Act “granted Cybercom enhanced budget 
authority… to maintain the cyber mission force.”28 It appears USCYBEROM is already follow-
ing the same steps the U.S. Air Force took to separate from the U.S. Army.  

Some suggest that a Cyber Military Force should mirror the development of the U.S. Air 
Force before founding Cyber as a separate military service. Of significance, the U.S. Air 
Force was established after World War II (WWII). This was a time when the nation was 
recovering from the war and the world was generally at peace, so the focus turned to reorga-
nizing defense and intelligence organizations, including establishing the U.S. Air Force. To-
day, there is no similar armistice or peace treaty to end the ongoing cyberattacks commonly 
described as operating just below the threshold of armed conflict. 

Additionally, if one uses the FY00 NDAA as the starting point, it took nearly twenty years 
to establish the U.S. Space Force. The FY00 National Defense Authorization Act (NDAA) 
compelled the DoD to produce a Report of the Commission to Assess United States National 
Security Space Management and Organization.29 This report detailed how to establish a U.S. 
Space Force. Similar to the request for the report on Space Matters in the FY00 NDAA, Con-
gress included language in the FY23 NDAA compelling the DoD to address the question of 
cyber matters.

The U.S. is not the only nation to establish new cyber military organizations. The German 
government created its Cyber Military Force in 2017. They established the organization to 
counter challenges perceived within the cyber domain. According to a recent German re-
port, the German Cyber Military Force includes Cyber Security, Infrastructure, Intelligence, 
Applications, IT Management, Project Management, and Enterprise Architecture.30 The Ger-
man Cyber Military Force also conducts the organize, train and equip mission, providing 
a cyber-specific career pipeline. In 2022, this force began an effort to restructure based on 
experiences gained from the previous five years of operations.  

Similarly, on October 28, 2022, Singapore established its cyber-focused Digital and Intel-
ligence Service (DIS). According to Mike Yoe, an Asia correspondent for Defense News, the 
intel directorate within DIS,
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will support Singaporean military decision-making and operations through research and 
analysis, doctrines, standards, and best practices…

The article continues,

(t)he DIS will also have four separate commands, plus a digital operations technology 
center. The four commands are tasked with joint intelligence, C4 [command, control, 
communication, and computers] cybersecurity, digital defense and training.31

In 2015, China established the Strategic Support Force (SSF) to consolidate their space, 
cyber, and electronic warfare (EW) efforts under a single unified force. According to Elsa B. 
Kania and John K. Costello,

…the SSF has integrated the PLA’s [People’s Liberation Army] capabilities for cyber, elec-
tronic, and psychological warfare into a single force within its Network Systems Depart-
ment, which could enable it to take advantage of key synergies among operations in 
these domains.32  

Relative to China's cyber force, in 2017 RAND Corporation published a report on “The 
Creation of the PLA Strategic Support Force (SSF) and Its Implications for Chinese Military 
Space Operations.”33 While focusing on space, the RAND report highlights that “The SSF 
is charged with overseeing Chinese military space, cyber, and electronic warfare capabili-
ties…”34 Within the report, RAND interviewed former Second Artillery officer, Song Zhong-
ping of the PLA who said, “… that the SSF is an independent service ‘unique in the world’.”  
Song continues, “The goal of the SSF is to achieve cyber and electromagnetic superiority.”35 If 
China is the main competitor in global power competition, the SSF already has an eight-year 
lead maturing tools and tactics.  

The Wrong Structure for the Job

Information Technology systems evolve over time.  Information Technology support groups 
have iteratively reinvented themselves to react to that evolution.  The same is true of IT 
organizations within DoD.  In the U.S. Army, IT organizations have included: Data Process-
ing, Information Systems and Support, Department of Information Management, Network  
Enterprise Centers, Theater Network Operations and Security Centers, and Regional Cyber 
Centers (RCCs) to name a few. One could assume the same to be true of the other services 
within the DoD, as it certainly is with USCYBERCOM as shown on their website history page.36   
USCYBERCOM is a functional combatant command, like U.S. Strategic Command (USSTRATCOM) 
and U.S. Transportation Command (USTRANSCOM), but supports global cyber operations for 
all DoD and all combatant commands.  The Commander of USCYBERCOM is also the Director 
of the National Security Agency (NSA).  Within USCYBERCOM are the Cyber National Mis-
sion Force (CNMF) and Joint Forces Headquarters – DoDIN (JFHQ-DoDIN).  The Commander 
of JFHQ-DoDIN is also the Director of the Defense Information Systems Agency (DISA), an 
agency within the DoD (Figure 1).37
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While the above figure shows some of the complexity, it is only the beginning. According 
to Maj. Eric Pederson, Maj. Don Palermo, Maj. Stephen Fancey, and Lt. Cdr. (Retired) Tim 
Blevins “The DoDIN is the biggest network in the world...”38 and “...is composed of 44 differ-
ent DoD components (and) constructed networks39 across approximately 3,500 locations in 
26 nations.”40 Just within the Army there are six RCCs, aligned with the Continental United 
States (CONUS), Europe, Pacific, Southwest Asia, Korea, and the National Guard. The RCCs 
support their portion of the DoDIN, including the Joint Regional Security Stacks (JRSS) pro-
visioned by DISA. As shown in Figure 1, the various service Cyber Commands each support 
a Geographic Combatant Command. Although, even with that support, in 2023, U.S. Indo-Pa-
cific Command (USINDOPACOM), according to the C4ISRNET website, “asked Congress for 
an additional $274 million to fund offensive and defensive cyber capabilities.”41 Of note, each 
service cyber command approaches its assigned combatant commands with different tools, 
methods, policies, and procedures.

Combatant Commanders rely on IT infrastructure to enable all aspects of operations and 
support (pay, health care, personnel actions, logistics, etc.). Each Combatant Commander's 
IT infrastructure becomes the defensive position the DoD must protect for orchestrating 
multi-domain operations. Additionally, that infrastructure is a regional portion of the global 
DoDIN. The greater the number of organizations charged with defending sections of that IT 
infrastructure, the greater the chances for holes in those defenses.  

Figure 1: U.S. Army IT Organizations.
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At some point, the scope of managing those defenses becomes clouded with bureaucracy.  
For example, suppose a security vendor discovers a new zero-day exploit. That security ven-
dor alerts the producer of the product about the vulnerability. The producer then works to 
develop a patch. The producer alerts the public and, by proxy, the DoD. USCYBERCOM takes 
the lead and pushes an order to JFHQ-DoDIN. JFHQ-DoDIN then produces an order directing 
service agencies connected to the DoDIN to implement the patch. In the case of the Army, 
U.S. Army Cyber Command (ARCYBER) receives the order and produces a separate order to 
U.S. Army Network Enterprise Technology Command (NETCOM). NETCOM digests the AR-
CYBER order, issues any Requests for Information (RFIs) for clarification, then issues a NET-
COM order to all six RCCs and Theater Signal Commands. The Theater Signal Commands 
in turn issue their own orders to subordinate Signal brigades, which manage the Network 
Enterprise Centers (NECs) at each base, post, camp, and station (collectively called posts). 
The NECs manage the IT infrastructure contained within each post.  

When viewing defensive capabilities, the structure is inefficient and ripe for missing key 
linkages to ensure appropriately hardened enterprise defenses. Simply consolidating key 
elements, along with JFHQ-DoDIN, DISA, and the six Army RCCs into a single Cyber Military 
Force while properly aligning the budget to address the lifecycle requirement of equipment 
across the DoDIN, down to the customer edge equipment, could streamline operations and 
ensure a stronger defense. 

Force Design

Congress compelled the DoD to answer “Cyber Matters” in the FY23 NDAA – specifically 
in section 1533.42 This is probably one of the most challenging tasks to “compel” based on 
the complexity, dispersion, authorities, service requirements vs. domain requirements, and 
lexicon used across the services within the DoD. Yet this task is critical, as the previously 
discussed GAO report stated, “It’s [the DoD’s] ability to conduct operations and activities in 
any of the physical domains (land, maritime, air, and space) that is reliant on protecting the 
information environment.”43 This study will use the DOTMLPF-P framework to address the 
scope of this problem.  Organizational change is hard.  It is apparent from the above that the 
Air Force and Space Force broke away from their parent services to prioritize niche warfare 
capabilities.  Both services have focused on doctrine, equipping, and funding, enabling them 
to fully explore and implement domain-specific capabilities.

Cyber Doctrine: The Challenge of Parent-service Bias 

The U.S. Army writes doctrine specific to supporting operations in the land warfighting 
domain. With this focus, the U.S. Army should not be the primary entity responsible for 
developing cyber doctrine for the cyber warfighting domain. Similar to a statement offered 
in Dr. Tate’s thesis, “The best way to take advantage of the new technology in aviation was 
to create a new military organization.”44 Cyber needs its own service to develop doctrine 
specific to warfighting in the cyber domain.  
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The U.S. Army has been developing doctrine for nearly 250 years, incorporating lessons 
learned from previous military engagements, as well as the theory and philosophy of war-
fare. The U.S. Army’s capabilities and doctrine are forged to support its mission “To deploy, 
fight and win our nation’s wars by providing ready, prompt and sustained land dominance 
by Army forces across the full spectrum of conflict as part of the joint force.”45 The Army also 
says its “mission is vital to the nation because we are the service capable of defeating enemy 
ground forces and indefinitely seizing and controlling those things an adversary prized most 
– its land, its resources and its population.”46 The emphasis on land warfare was another key 
factor in the Army Air Corps’ need to separate from the Army, highlighting the specialized 
nature of each domain.

Currently, there is only one joint cyber doctrine manual for the cyber warfighting domain.  
This manual, influenced by the Army’s focus on land warfare, provides only a basic under-
standing of cyber operations. A highly skilled team must actively analyze and integrate of-
fensive and defensive capabilities specific to the cyber domain to support other warfighting 
domains and geographic combatant commanders while considering the actions of allies and 
adversaries. This approach mirrors the success achieved by the U.S. Air Force in developing 
air domain doctrine and provides a road map for cyber to do the same.

Organization 

Establishing a cyber military service can be achieved with minimal personnel increases 
by consolidating existing organizations such as DISA, JFHQ-DoDIN, ARCYBER, parts of NET-
COM, the six Army RCCs, and cyber staff from the Air Force, Navy, and Marines. However, 
current military services will still require organic cyber staff to meet their IT and cyber 
requirements and support for cyber activities. Additionally, non-cyber specialties like the 
Judge Advocate General (JAG), Intelligence, and Public Affairs, which focus on cyber aspects, 
must be integrated. These specialties, especially JAG, need a thorough understanding of 
their field’s application in cyberspace, including national and international law relevant to 
U.S. defensive and offensive cyber operations.

The Department of the Army would be the most appropriate department to constitute this 
new cyber force. According to the U.S. Army Cyber Command website, “The Army was the 
first service to create cyber career fields for both Soldiers and Civilians.”47 Comparatively 
speaking, the Army has spent more time developing a greater cyber capability than other ser-
vices. Additionally, the Department of the Air Force includes the the U.S. Space Force, and the 
Department of the Navy includes the U.S. Marine Corps. The Department of the Army does 
not currently have a similar military service component. However, like the U.S. Space Force, 
the new U.S. Cyber Force must have autonomy to allow for growth within the cyber domain. 

The need for a separate cyber military force is not a new idea.  James Stavridis, a U.S. Navy 
retired four-star Admiral, co-wrote an article with David Weinstein in 2014 on the need to 
establish a separate U.S. Cyber Force.48 Stavridis makes several excellent points about the 
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reasons why there is a need for a separate cyber force, many included in this paper from 
other sources. However, Stavridis asserts that this separate force should remain constrained 
by the Posse Comitatus Act, like the U.S. Army. According to an article on the Brennan 
Center for Justice website, “The Posse Comitatus Act bars federal troops from participating 
in civilian law enforcement except when expressly authorized by law.”49 Domestic police 
activities are a key difference between U.S. Code Title 10 and Title 32 missions, where Title 
10 is Federal and subject to Posse Comitatus, and Title 32 is a state National Guard mission.  

A new U.S. Cyber Force, addressing national cyber threats across all sectors, must incorpo-
rate a National Guard component. In a cyber emergency, whether state or local government 
or private sectors, state or territory Governors could mobilize their National Guard Cyber 
forces upon request. These Guard units, equipped with the same training and tools as the 
full-time cyber force, offer the added benefit of being locally based in the states they serve. 

The Guard Cyber force could offer immediate emergency response and support to local law 
enforcement. It could provide state-specific vulnerability assessments, reporting findings to 
the Governor. Additionally, these forces would aid their parent service’s Title 10 missions, 
having the same training and equipment as the active-duty force, similar to the current 
Army and Air Guard. The Cyber National Guard could recruit volunteers from their local 
commercial industries. Some of these professionals are already part of state and territo-
ry-aligned CPTs. Integrating these CPTs into a separate cyber military force as the Cyber 
National Guard component would standardize training, equipment, and doctrine for both 
Title 32 and Title 10 missions.

Cyber Training: Lifelong Learning Culture 

Training in today's military is generally based on the crawl-walk-run method to devel-
op task-specific skills. For example, basic rifleman's marksmanship follows this construct.  
The crawl phase begins with fundamentals: body position and grip, sight picture, trigger 
squeeze, and breath control.50 The walk phase covers disassembly, reassembly, a functions 
check, and dry-fire exercises. The run phase culminates with weapons qualification at a 
firing range.  

Most skills-based training activities have applied the above training method. While de-
signed for basic skills, this method fails to develop skills necessary for success in a dynam-
ically evolving technical environment, like offensive and defensive cyber operations. In this 
case, the DoD should incorporate the concept of perishable skills. Reporter, Mark Gibson, 
references a book titled A New Culture of Learning, in which the authors Douglas Thomas and 
John Seely Brown suggest that "The half-life of a learned skill is 5-years."51 With the continu-
ous evolution of technology, half of what you learned 5 years ago is now obsolete.52 However, 
in the basic rifleman's marksmanship example, firing a weapon system does not funda-
mentally change unless the basic weapon system changes. In the case of more technical 
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or professional-level skills, there must be a better way to address skill atrophy paired with 
the rapid evolution of technology and exploits in cyber.  

Matthew J. Daniel, a principal consultant with Guild Education, described three distinct 
categories of skills, including: perishable skills (half-life of less than two and a half years), 
semi-durable skills (half-life of two and a half to seven and a half years), and durable skills 
(half-life of more than seven and a half years)."53 This illustration provides a framework for 
building an adaptive training model.

This framework can be used to codify cyber training into durable, semi-durable, and per-
ishable skills. Military history and traditions can be foundational and established as durable 
skills, giving new members the structure to identify with a specific military culture. The 
semi-perishable is equivalent to the basic rifleman's marksmanship skills – to maintain the 
"run" phase, you must continue to practice, but the skills will not become obsolete in short 
order. For perishable skills, there must be a revolution in training.  

The DoD can revolutionize cyber training in two steps: First, teach cyber warriors essen-
tial skills for their specific roles. Second, provide biennial training to enhance and learn new 
skills.  Initially, recruits attend a modified basic training on military conduct, history, per-
formance, and expectations, coupled with six months of foundational cyber training.  After 
their first 18-month assignment, they would attend a six-month study program, followed by 
another 18-month assignment. This four-year cycle would greatly enhance their technical 
skills. The cyber warrior could then progress from defensive to offensive operations, possibly 
reserving offensive training for those who re-enlist for another four years. Those leaving 
service after their first term would return home with substantial defensive cyber skills, 
enabling them to secure a well-paid career, indirectly bol-
stering the nation's cyber defense.

Cyber Materiel: The DMARC 

The current problems with Materiel include issues with 
both offensive tools and especially with defensive tools.  
In this context, “materiel” is the hardware or software 
solution provided to satisfy unit or mission requirements. 
For example, if the requirement is to view data crossing 
a network, the materiel solution might be packet capture 
software installed on a government-provided computer. In 
the FY22 NDAA, USCYBERCOM received enhanced bud-
get authority.54 This is a good start, but the U.S. military 
needs much more. Each of the services has procurement 
authority for both offensive and defensive cyber tools, lead-
ing to each service doing its own thing. For defensive tools, the cyber terrain is even more  

Figure 2: Multi-tenant Model.
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complicated with the DISA providing Information Systems and Services to the various mil-
itary branches.  

A case in point is JRSS.  DISA is currently working to replace JRSS with a project named 
Thunderdome.55 The benefit of JRSS was the eventual capability of a rich suite of equipment 
and systems built specifically to secure the Non-Secure Internet Protocol Router (NIPR) por-
tion of the DoDIN. The problem is the multi-tenant model (Figure 2)56 DISA employes for its 
customers.  

DISA retains advanced access to the systems within JRSS but does not manage them.  DISA 
provisions virtual space for each customer within JRSS providing customers with a graph-
ical user interface (GUI) to manage their virtual space across JRSS. This includes access to 
advanced tools for monitoring alerts, traffic volume, and troubleshooting traffic flow, imme-
diately requiring each customer to have staff capable of using the DISA tools within JRSS. 
Those tools may be significantly different than what the military services had been using 
within their own environments. Additionally, DISA did not originally provide any formal 
training for the tools in JRSS.  Further complicating JRSS was the cumbersome process used 
to gain access to manage JRSS.  

Using JRSS as a model, a single cyber-service would excel by 
providing a single point of contact and standardized manage-
ment across JRSS. Combining key defensive cyber elements from 
each of the military services, along with JFHQ-DoDIN and DISA, 
would allow for a single service to manage the DoDIN (using 
NIPR as the example) down to and including the customer edge 
router. Doing so would allow for a single service provider to have 
end-to-end visibility across the DoDIN with a team fully trained 
to use the defensive tools provided (Figure 3),57 while dramatical-
ly reducing redundant support forces across the services.  

Additionally, this would allow for the rapid migration to future 
technology to enable greater capacity and throughput across the 
DoDIN. If a single service owned the security stacks across Do-
DIN, the circuits connecting each base, post, camp, station, state, ship, airbase, and customer 
edge router, that service could gain economies of scale when upgrading or migrating sys-
tems. This would enable the other military services to focus on their post, camps, stations, 
and domain-specific capabilities instead of each managing transport into and across the 
DoDIN.  

Leadership & Education 

The current single publication of cyber doctrine, produced by the Joint Staff,58 generically 
addresses offensive and defensive operations and includes the structure of the U.S. Cyber 

Figure 3: JRSS Model.
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Command, a functional Combatant Command, and its subordinate and assigned organiza-
tions. When considering the land warfighting domain, the U.S. Army has sixteen different 
doctrinal references.59 Additionally, the U.S. Army does not focus just on offensive and defen-
sive operations; its doctrine describes a variety of capabilities to use in concert.  This concept 
must extend to cyber to inform training and tactics required to achieve cyber dominance, 
both offensively and defensively.  

The Cybersecurity & Infrastructure Security Agency (CISA) recently published the Work-
force Framework for Cybersecurity,60 based on the National Initiative for Cybersecurity Ed-
ucation (NICE) Framework. CISA outlined seven categories with thirty-three specialty areas 
and fifty-two work roles, all specific to cyber defensive roles.61 The CISA categories do not 
apply to the DoD, but they highlight the complexity and broad skills required just for de-
fense.  Recently, the DoD published its Cyber Workforce Framework tool. This tool lists all 
the DoD cyber workforce roles, both offensive and defensive.62 Each of these roles includes an 
exhaustive list of required skills, but no detail of that list is the minimum required for the 
achievement of expert status, signaling and guiding staff progression.  

Personnel 

Alternative manning options are currently not possible (or frowned upon) within the ex-
isting military services. Alternative generally refers to a person who would normally be 
physically or medically disqualified for service. A cyber-service would not be constrained by 
as those disqualifying factors. If the bulk of a cyber warrior’s career will be sitting at a com-
puter terminal doing some level of cyber activity, then many of the reasons other services 
use to exclude potential candidates become irrelevant, such as increasing the mandatory 
retirement age to bring in experienced talent, reducing physical fitness standards, changing 
medical requirements to allow for a greater number of approved disabilities, or following the 
U.S. Space Force’s lead by using health monitoring instead of physical training tests.  

Additionally, recruiting specifically for cyber will have a generative follow-on effect of 
increasing the cyber-skilled talent across the U.S. as trained cyber warriors transition back 
to the civilian workforce. History has proven this, as U.S. Air Force pilots transitioned from 
active service back to the commercial air industry.63

Facilities 

Possible locations for the new Cyber Force could include the following. However, this list 
is not exclusive, and further research should be conducted to adequately capture the full 
requirement.  

mFt Meade, MD (USCYBERCOM / DISA / JFHQ-DoDIN) 

mScott Air Force Base, IL (DISA) 
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mFt Eisenhower, GA (Army Cyber Command) 

mJoint Base Lewis-McChord, WA (West coast point of presence) 

mGuam – To establish a solid point of presence in the Pacific region

Policy 

Very similar to doctrine, policy can help to drive the total force to gain dominance within 
the associated warfighting domain. Leaving cyber policy to a force built specifically to oper-
ate in cyber would allow for innovative changes to positively impact all warfighting domains 
and improve support to combat commanders. USCYBERCOM currently deals with at least 
four different sets of service policies specific to its assigned service members. Each service 
establishes policy specific to supporting its service members. This causes an unnecessary 
burden to offensive and defensive cyber operators working across mission sets.  

For example, enlisted soldiers in the Army are required to complete certain activities to 
be eligible for promotion. Through these activities, they compete directly with their peer 
group across the Army, in rank and in their job category. These activities include the Army 
Combat Fitness Test, weapons qualification, professional military education (PME), civilian 
education, and annual evaluations.The results of these activities produce a rank-ordered list, 
by points, of those eligible for promotion. Each military service has a different process and 
requirements for enlisted promotions. To support the Army requirements, USCYBERCOM 
must allow Army enlisted soldiers the opportunity to complete these required activities, 
which may conflict with timing established by other services for their enlisted promotions, 
or ongoing operations.  Establishing a single cyber military service would resolve this issue.

CONCLUSION
Considering the compelling arguments presented throughout this article, it is apparent 

that now is the time to establish a separate cyber military force under the Department of the 
Army. The current cyber threats facing the United States, the historical precedent set by the 
establishment of other military branches, and the existing gaps from of an overly complex 
and disjointed offensive and defensive cyber organization all point to the necessity of a ded-
icated cyber military force.

The evolving cyber threat landscape requires a robust response that can only be achieved 
through a dedicated cyber military force. The increasing frequency and sophistication of cy-
berattacks on U.S. infrastructure and systems echo similar risks to the DoDIN, demonstrat-
ing the need for a consolidated service to defend the nation's cyber domain. By centralizing 
resources, expertise, and command structure, a separate cyber military force will be better 
positioned to defend the United States from adversaries.
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Moreover, the historical precedent of establishing separate military branches, such as the 
Department of the Air Force in 1947 and the U.S. Space Force in 2019, underscores the impor-
tance of a dedicated cyber military force. Furthermore, countries like Germany, Singapore, 
and China have also recognized the necessity of a separate cyber military force, leading 
them to establish dedicated branches. This global trend highlights the importance of the 
United States maintaining its competitive edge in the cyber domain. A dedicated cyber mil-
itary force will enable the United States to develop the advanced cyber capabilities required 
to achieve dominance within the cyber domain, counter adversaries and maintain a techno-
logical edge in this ever-evolving domain.

Current gaps in both offensive and defensive cyber strategies further demonstrate the 
need for a separate cyber military force. As the thesis has shown, the disjointed multi-ser-
vice model that exists today hinders the effectiveness and efficiency of our cyber operations, 
especially defensive cyber operations. A unified cyber military force could streamline the 
decision-making process, optimize resource allocation, and promote the development of ad-
vanced cyber capabilities that are essential to maintaining a competitive advantage in the 
cyber domain. Additionally, by reducing unnecessary redundancy, a separate cyber military 
force could have the added benefit of dramatically reducing costs currently expended by four 
different military branches all defending the same terrain.

Utilizing the DOTMLPF-P framework, the DoD can develop a comprehensive cyber mil-
itary force structure that addresses the unique challenges and requirements of the cyber 
domain. This framework will also enable the DoD to avoid potential pitfalls and ensure the 
success of this new branch.

In conclusion, establishing a separate cyber military force under the Department of the 
Army is a critical and necessary step in addressing the evolving cyber threats facing the 
United States. By creating a dedicated force, the U.S. will be better positioned to defend 
its national interests in the cyber domain, develop advanced capabilities, and maintain a 
competitive advantage over potential adversaries. By using the DOTMLPF-P framework as a 
starting point, the DoD can ensure the successful development and implementation of this 
new branch, ultimately strengthening the nation's overall security posture.   
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ABSTRACT 

The theoretical foundation remains fundamental to U.S. military policy and doc-
trine. Carl von Clausewitz provides the core understanding of war and warfare in 
U.S. military doctrine. As a result, the U.S. military describes and understands war 
within the Clausewitzian frame of physical violence to accomplish a political goal by 
enforcing will on the military of an opposing state through physical actions. Howev-
er, the cyber domain and the effect of cyber actions reveal that our understanding of 
war can no longer be restricted to the Clausewitz paradigm.

Cyber effects can cause destruction without kinetic actions. The cyber domain's 
emergence has brought the cognitive dimension to the forefront of many military 
leaders’ and planners' thinking. Cyber activities reveal that while new technology 
may not have changed war, a theoretical foundation built upon Clausewitz restricts 
the understanding of war too narrowly for the modern era. 

The theoretical references within U.S. military policy and doctrine are no longer suf-
ficient to provide an understanding of war. War is more than just physical violence, 
but military policy restricts war to just that. This research reveals that U.S. military 
leadership may need to adopt new or additional theoretical references that encom-
pass all domains of modern war.
This is a work of the U.S. Government and is not subject to copyright protection in the United States. Foreign copyrights may apply.

Violent Limitation: 
Cyber Effects Reveal Gaps 
in Clausewitzian Theory

Major David Greggs
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INTRODUCTION: AN INSUFFICIENT THEORY

Cyberattacks remain a significant and grow-
ing risk, with the potential for increasing 
cost, scope, scale, and physical consequenc-
es. As costs due to cyber incidents increase, 

and the United States spends billions on cyber securi-
ty, the question arises, why has the U.S.  not commit-
ted to fighting cybercrime or cyber terrorism as it did 
after September 11?1 Why are cyberattacks not viewed 
the same as physical attacks, regardless of the dam-
age they cause? The problem lies in the insufficient 
theoretical foundation on which U.S.  military leaders 
and planners rely.

These theoretical considerations serve a critical and 
implicit role in shaping U.S. military policy and doc-
trine. They shape how senior leaders think about war 
and the assumptions regarding how it should be car-
ried out — even what constitutes war. They are large-
ly based on an old collection of theoretical references 
that provide the foundation for the development of to-
day’s policies and doctrine. Our U.S. national security 
and military policies then draw on these theories to 
conceptualize what war is and how it should be con-
ducted. These theories in turn provide the basis for 
the development of military doctrine which dictates 
how military forces should think about and approach 
warfare. Thus, this paper examines the theoretical ref-
erences within U.S. military policy and doctrine and 
concludes that the theoretical references that shape 
military leaders’ and planners' assumptions, concep-
tions, and practices are insufficient to provide for a 
war theory that incorporates the cyber domain. 

U.S. doctrine often cites such theorists as Carl Von 
Clausewitz, Sun Tzu, Thucydides, and Alfred Thayer 
Mahan. These war theorists, but especially Clause-
witz, continue to shape U.S. military policy and doc-
trine, yet their ideas poorly conceptualize war in the 
cyber age. Warfare has changed dramatically from the 
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era of swords, muskets, and battleships to today, and while cyber may not have fundamen-
tally changed the nature of war, it has fundamentally altered the conduct of war. The cyber 
domain may continue to serve primarily as an enabler for other domains. However, cyber 
can also deliver effects historically restricted to the physical domains. If there is a particular 
effect required, cyber can likely accomplish it. 

This paper explores U.S. military policy and doctrine to provide a U.S.-centric understand-
ing of war and warfare. It then explores the limits of the U.S. understanding of war and 
warfare and defines how cyber may or may not fit within those boundaries. Then, through 
historical examples, the paper explores how the cyber domain can result in effects tradition-
ally associated with kinetic actions in warfare, concluding that the theoretical foundation in 
U.S. military policy and doctrine is inadequate, insufficient, and remains too restrictive for 
today’s U.S. military leaders and planners.

The Foundation: Theoretical References in U.S.  Policy and Doctrine

Theory serves as the critical component to support the thought processes of senior mili-
tary leaders and planners. Theory undergirds how senior leaders and planners respond as 
a nation faces war, where chance and chaos persist. Today, U.S. military doctrine and policy 
draw their theoretical foundation almost exclusively from the Napoleonic period and its most 
prolific theorist, Carl Von Clausewitz. This exclusivity, drawing on a fixed point in time, has 
prevented a broader examination of modern warfare. If war never changed, this might not 
matter. But the technology, equipment, tactics, and essential practice of war do change. War 
looks different today than it did in the past. 

Joint Publication (JP) 1 Volume (Vol) 1, Joint Warfighting provides overarching guidance 
and delivers fundamental principles for the employment of the Armed Forces of the United 
States.2 This capstone publication also bridges other policy documents, such as the National 
Security Strategy (NSS) and the National Defense Strategy (NDS), and serves as the founda-
tion for other publications.3 As such, JP 1 Vol 1 is one of the most significant and consequen-
tial manuals for the U.S. Armed Forces.

Yet, this capstone doctrine only allots minimal space for discussion on the theory of war 
and only refers to a single theorist, Carl von Clausewitz, as a reference for understanding 
and describing war. JP 1 Vol 1 states that “the nature of war is immutable,”4 describing it as a 
“violent clash of wills” characterized by the trinity of forces of emotion (passion), chance, and 
reason.5 Clausewitz further described war as an act of violence to compel an enemy to do the 
will of the friendly state, and ultimately a “continuation of politics by other means,” an idea 
that this document affirms.6 In sum, JP 1 Vol 1—the foundation of U.S. military doctrine—
describes war as physical violence toward achieving a political objective to enforce will on 
an enemy. JP 1 Vol 1 also describes warfare as the “the how,” or ways, of waging armed 
conflict.7 It may also be called the character of war. New technologies and domains do not 
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change the nature of war, but they alter how it is conducted.8 Yet the Clausewitzian concep-
tion of warfare focuses on physical violence as the means of war, equating the destruction of 
the enemy military force or conquering territory with defeating the enemy overall.9 Despite 
dramatic changes in technology and the world since Clausewitz’s On War, these concepts 
find a home in doctrine. JP 1 Vol 1 describes defeating enemy forces through attrition and 
annihilation.10 Considering two types of warfare, conventional and irregular, both remain 
armed forces-centric and physical violence-centric.11

Service-specific doctrine echoes joint doctrine in its foundational references. Air Force Doc-
trine Publication 1, the Air Force capstone publication, cites Clausewitz to describe war as an 
“extension of politics by other means.”12 The U.S. Navy follows suit in its capstone publication 
by citing Clausewitz to describe the art of war and using naval means in combat, asserting 
the naval domain as primary.13 Similarly, U.S. Army doctrine also references Clausewitz 
but maintains the decisive nature of the land domain. Ultimately, joint and service doctrine 
publications remain restricted to very few theoretical references but overwhelmingly focus 
on Clausewitz and his description of war to serve as the foundation.

While U.S. policy documents such as the NSS and the NDS do not specifically cite theo-
rists, when addressing modern threats like cyberattacks, these strategic documents muddy 
the waters, confusing rather than clarifying the issue. The 2017 NSS distinguished between 
cyber and physical threats, while acknowledging that cyberattacks are a feature of modern 
conflict, and actions may occur in cyberspace without physical border crossings.14 The 2022 
NSS builds on these concepts and acknowledges that international law applies both online 
and offline.15 However, while acknowledging state-sponsored actors may extort citizens or 
attack critical infrastructure through cyber means, the idea of war remains absent from the 
conversation. The 2022 NDS recognizes that China may leverage the cyber domain in joint 
warfare but ignores the possibility that effects may take place in the cyber domain indepen-
dent of other domains.16 

U.S. policy treats cyberspace as an enabler or supporter of war, but incapable of war in and 
of itself. Cyberattacks persist, but U.S. policy does not acknowledge cyberattacks in the same 
way as physical attacks. The result is that the U.S. strategic documents disconnect physi-
cal effects from cyber activities and capabilities.17 This strategic formulation separates the 
means of creating the effects from the effects themselves and elevates how an activity takes 
place to greater importance than the impact of that action. Military policy and doctrine are 
the documents to which planners, strategists, and decision-makers refer, but the theoretical 
foundation remains fundamental.  

On Violence: Clausewitz and U.S. Policy Agree

Carl von Clausewitz provides the reader an opportunity to think about war at varying 
and increasing levels of complexity, building on the idea that war is a simple duel to the 
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understanding of war as part of a more complex political discourse and an extension of pol-
itics. He also provides a complex trinity where passion, chance, and reason all work in con-
cert and in opposition with one another as he describes war. While Clausewitz acknowledges 
the complexity and variety of inputs to war, he ultimately describes war as basic physical 
violence. It is this framing of war by Clausewitz and now by U.S. military leadership, strate-
gists, and warfighters that ignores other possibilities and the learned experiences of recent 
conflicts in which cyber has played a pivotal role in shaping the battlefield, supporting the 
warfighter, and even achieving political objectives. Furthermore, this implies that if the ob-
jective can be reached without violent action, perhaps these other means would be preferable 
and less costly to the attacker. Additionally, if the conception of the nature of war—that is, 
politically centric and exclusively physically violent—does not change and Clausewitz was 
correct, then new discussion on the nature of war serves little purpose. However, as we have 
seen, warfare involving cyberspace with today’s modern equipment looks vastly different 
than the warfare Clausewitz observed in 1800.

As an example, in 2007, Estonia was preparing to move a WWII memorial statue that had 
been in place for 70 years. In protest of the movement, attackers conducted cyberattacks 
against Estonian government resources and the banking system for 22 days. This event con-
tinues to drive considerations of state sovereignty in cyberspace, a topic exacerbated by the 
lack of an accepted cyber border.18 Regardless of whether the attackers were state-sponsored 
or not, the cyberattacks demonstrated the capabilities to disrupt or destroy government op-
erations to motivate political action without physical violence.19

Limiting the concept of war to physical violence narrows the basic understanding of war 
and warfare while also failing to capture the diverse capabilities and effects that occur in 
war beyond the physical. Of particular interest are those activities that occur within and 
against belligerents’ minds and the possibility for cognitive influence. War itself has always 
been about more than the destruction of material things and violence remains just a means 
to an end.20 Antulio Echevarria said it simply enough: "The essence of war may be the violent 
clash of arms, but war itself is much more."21 While war is usually violent, strategy requires 
more than just the application of violence and destructive force.22 Violence is not a principle 
of war. Yet, unfortunately, that is how Clausewitz is often read and interpreted. 

To be clear on this point, the nature of war has not suddenly changed, but rather the 
Clausewitzian description and understanding of war is not adequate for today. The cyber 
domain has revealed that it is possible to have corporal effects without physical violence, and 
cognitive effects by changing minds without employing violent means. The cyber domain 
and the new character of war reveal just how inadequate Clausewitz’s description of the 
nature of war is today. 
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Cyber Incidents Revealing New Possibilities in the Character of War

Just as no one goes to war for war’s sake; no one hacks something for the sake of hacking.23 
Cyberattacks can cause direct physical destruction in addition to indirect disruption and 
confusion. However, the primary destructive effect of an attack may matter much less than 
the second and third-order effects. How that happens might look different than what many 
people are used to. 

By examining several historical events, this paper will demonstrate that cyber effects can 
cause the same or similar effects as traditional kinetic munitions. These incidents demon-
strate that acts of warfare are better recognized by their effects than their causes. In ad-
dition, it is possible to influence an adversary's strategies, policies, and decisions without 
taking physical actions altogether.

Stuxnet – A Precision Time Delayed Bomb

The Stuxnet incident, discovered in 2010, was like a bomb in place at least one year before 
being found, and only after it had done irreparable damage.24 Symantec, a global cybersecu-
rity company, described Stuxnet as a complex threat with dramatic real-world implications 
and a “type of threat we hope to never see again.”25 This virus was even called a “cyber 
missile” after it caused extensive physical damage by destroying approximately 1,000 cen-
trifuges within Iran’s Natanz nuclear facility. 26

Stuxnet was one of the most complex pieces of malware ever developed when it was de-
ployed, resulting in the infection of 100,000 hosts in 155 countries.27 Notably, the additional 
infections were unintentional and more due to the nature of the complexity of the Stuxnet 
virus and its coding to seek out vulnerable targets.28 Computer worms can self-propagate 
and infect many more hosts than originally intended, much like one of the first computer 
worms did in 1988.29

Stuxnet resembled a living biological weapon. The Stuxnet virus self-propagated and ex-
ploited four vulnerabilities before infecting thousands of computers.30 It also demonstrated 
how a cyberattack could be successful even if the exact physical location of the victim is 
unknown, something impossible with physical bombs.31 This fact does not eliminate geogra-
phy as a significant factor but certainly changes how geography can be understood and what 
limiting factors may or may not exist. When Clausewitz spoke of geography, he assumed the 
weeks or months it might take to move an army from one theater to another.32 With Stuxnet, 
physical geography ceased to be a limiting factor as it wreaked havoc on Iranian centrifuges 
irrespective of distance. 

The attack caused Iran to halt its nuclear program at Natanz, and it took a year for Iran to 
recover the losses from the attack.33 Stuxnet was a precision weapon that caused physical 
and psychological damage far beyond the initially intended victim in a way that resembles 
a living and thinking weapon.34 No state has officially taken responsibility for Stuxnet, but  
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allegations persist that it was a combination of the United States and/or Israel.35 The complex-
ity of Stuxnet alone led Symantec to believe that only a few attackers could produce a threat 
like it.36 Stuxnet remains critical for examination because of the amount of physical damage 
done, and the politically connected effect of preventing Iran from becoming a nuclear power.

There are differences in means, but the damage is similar to the effects from physical war-
fare. The attack took place a year or more before the effect was felt, which has changed the 
conception of the calculus of time and space resulting from a cyberattack. The quantitative 
damage was not immediately apparent, while the qualitative damage persists today. This 
challenges the meaning and understanding of surprise.

NotPetya 

In June 2017, Russia conducted a cyberattack against Ukraine that was perhaps the most 
destructive and costly to date.37 Known as “NotPetya” because analysts initially thought that 
the virus was avariation of an older “Petya” ransomware virus from 2016.38 NotPetya caused 
more damage than the previous virus because it took advantage of a Windows vulnerability 
and encrypted the hard drives of the infected computers.39 With ransomware, the victim can 
usually pay money to get the password to unlock their computer. But with NotPetya, there 
was no way to unlock the infected machines.40

The White House called NotPetya a Russian, and specifically Kremlin, effort to destabilize 
Ukraine.41 The UK Government echoed the U.S. statement and even said that Russia had 
violated Ukrainian sovereignty.42 The Russian government disrupted Ukrainian systems, 
effectively destroying hard drives, and made the computers inoperable and unusable until 
the victims acquired new hard drives and installed the required software.43 Cost estimates 
for NotPetya were over $10 billion.44 

The international shipping organization Maersk had so many computers affected by the 
virus that their capability to move cargo—one-fifth of worldwide shipping—was disrupted 
and nearly stopped due to the virus.45 Merck Pharmaceuticals lost 15,000 computers to the 
virus, and the attack cost them $870 million.46 

In all, the NotPetya attack caused billions of dollars in damage, disrupted global supply, 
and effectively destroyed up to 10 percent of all computers in Ukraine.47 This computer-based 
non-kinetic and non-physical attack further demonstrates the destructive capability of cy-
berattacks, the extensive costs associated with such attacks, and the ripple effects that a 
significant cyberattack can have. The United States and its critical infrastructure were not 
targeted or damaged by NotPetya, but an attack in 2021 would change that.

Cyberattacks:  The Shockwave May Reach Unintended Victims

The WannaCry ransomware virus attack in 2017 highlighted new possibilities when the 
cyberattack infected over 230,000 computers and reached 150 countries in just one day.48 
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Although individuals could recover their computers by paying $300 in Bitcoin to retrieve the 
password and get their computers back, WannaCry was not a simple ransomware virus.49 
Notably, the WannaCry attack directly affected hospitals. The attack prevented doctors from 
seeing patient data or recording medication changes. Patients missed surgeries because doc-
tors could not access their systems to approve them.50 Caregivers could not monitor even the 
most critical patients due to lost computer access.51 Medical equipment like X-ray machines 
may not be running a Windows system, but the computer to read the X-ray was, which limit-
ed the doctors’ ability to read the image.52 Doctors in British hospitals even canceled surger-
ies or turned patients away altogether.53 

In 2020, another ransomware attack—this one relatively minor—targeted a hospital in Düs-
seldorf, Germany, which crashed computer systems.54 As a result, a woman who was sent 
to another hospital much further away died in transit.55 The attacked hospital may not even 
have been the primary target, and the woman who died almost certainly was not the target.56 
If a future attack were crafted to cause death, it requires little imagination to envision that 
real possibility from happening. This type of attack was impossible only a few years ago, 
much less in the 1800s when Clausewitz wrote On War.

Colonial Pipeline

The Texas-based Colonial Pipeline cyberattack in 2021 was significant because it was an 
attack against U.S. critical infrastructure.57 The attack began on May 7, 2021, and the com-
pany shut down its operations until May 13, 2021.58 Some of the digital control systems were 
infected, and shutting down operations caused gas shortages and a dramatic rise in fuel 
prices.59 

Darkside, the group that claimed responsibility for the attack, said that its “goal is to make 
money and not create problems for society.”60 Darkside accomplished its goal when Colonial 
Pipeline paid a $5 million ransom the day after the attack.61 However, the psychological 
(cognitive) effects were more relevant and long-lasting. Many U.S. citizens panicked. People 
bought containers and filled fuel tanks as they feared fuel shortages.62 While the attack and 
its physical effects did not last long, and the pipeline was only shut down for a matter of days, 
the amount of fear created in that short period was remarkable. The emotional and mental 
effects remain the most critical factors. 

Cyberattacks Cause Physical and Cognitive Disruption and Destruction

As the Stuxnet attack demonstrated, cyber effects can reach equipment or devices on a net-
work and destroy them, regardless of whether the network connects to the internet.63 Critical 
infrastructure can be exploited and destroyed through cyberspace, though physical destruc-
tion may not be required. In 2021, an attacker hacked into a water treatment plant in Florida, 
making the water unsafe to drink.64 What we see is the potential in warfare for cyberattacks 
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against critical infrastructure to create destruction and confusion in areas once considered 
sanctuaries. Such deep attacks into enemy territory could involve power loss across a city, 
including hospitals, water and sewage treatment, and infrastructure destruction—all without 
any traditional physical actions. More, not fewer, civilians will be at risk.

Confusion and disruption that spreads beyond the realm of the conventional battlefield 
are not future threats; they are possible now. This type of warfare would not look like a war 
Clausewitz wrote about, but it would be war nonetheless. More importantly, these effects 
could go on for months before a traditional attack happens. As a result, the U.S. could be 
under attack before any U.S. leader or planner realizes what is happening. 

Examining just a few cyberattacks and their effects brings several things to the forefront. 
First, cyberattacks can cause physical destruction. Second, cyberattacks can cause tacti-
cal effects such as disruption and degradation of operations. Third, cyberattacks can cause 
death. The computer virus itself does not kill anyone, but the connection remains clear. Fi-
nally, and perhaps most importantly, cyberattacks can have significant and deep psycholog-
ical and emotional effects. Cyberattacks can make people afraid and disrupt an individual’s 
rational thinking.

War and Cyber Violence

While war will likely always include physical violence, war does not exclusively involve 
violence. This is not new, but violence is the primary focus Clausewitz and U.S. military 
doctrine account for in the nature of war. Nation-states only consider war and the use of 
violence to get something they want.65 Political discussion can transition from a friendly ne-
gotiation to strongly worded letters and ultimately to the point where one or both sides feel it 
necessary to negotiate violently, including killing or destroying to bring about a resolution. 
To the contrary, Thomas Rid argues in his book Cyber War Will Not Take Place that violence is 
a prerequisite for war, so cyberattacks will never be the same as physical attacks.66

However, war is not about physical violence but is about the political objective: the original 
reason for escalating from negotiation to war, the act of forcing an opponent to bend their 
will. Dr. Aaron Brantly stated in his article, “The Violence of Hacking: State Violence and 
Cyberspace,” that restricting the consideration of violence to the physical world ignores the 
impact of other manifestations of violence that achieve strategic, operational, and tactical 
objectives that were once only achievable through physical means.67 Indirect attacks and 
cyberattacks can affect an enemy system and support achieving goals across the spectrum 
of conflict. Dr. Brantly stated that “when a murder occurs, police do not absolve the murderer 
if he used a gun. Despite the disconnect in both physical and temporal space between the ac-
tion, pulling the trigger, and the effect, a bullet entering and harming a victim, the two parts 
of the causal chain are linked inexorably.”68 The impact of something remains more import-
ant to consider because it recognizes that not all attacks involve traditional armed violence.69
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The lack of physical violence in a cyberattack, a consistent inclusion in “traditional” war, 
could imply that cyberwar is simply not war. However, as this paper has already demonstrat-
ed, cyber effects can cause destruction and death without physical means. Even if a war must 
always involve violence, cyberattacks can also fulfill that requirement. Cyberattacks can be 
physically, logically, or cognitively destructive. 

Since there has not been a global war in recent years, observers have yet to see the full 
range of what cyberattacks may accomplish when world powers are pressed to leverage those 
capabilities across the full spectrum of operations. While it may be that a cyberattack will 
not physically blow up an enemy system, it could disable its firing mechanism or targeting 
computer.70 If a tank gets destroyed because of cyber-enabled operations, it does not matter 
how it happened. Just as muskets increased the range of direct fire and nuclear weapons 
increased the destructive power of bombs, cyberspace expanded the deadly potential and 
distance forces may reach.71 Cyber can affect other domains, but it can also broaden other 
capabilities. 

The nature of war itself remains a competition that involves many disparate factors. In past 
wars, opposing forces targeted civilian support infrastructure with military forces, such 
as ball-bearing plants in Germany during WWII. It would be no surprise for home station 
power, water, and logistic networks to come under a cyberattack in modern war. Rather than 
consider whether violence occurs in cyberspace or if the information dimension should or 
could constitute violence, the effects of action must remain of primary consideration. 

CONCLUSION
U.S. policy and doctrine rely on a war theory that remains incapable of explaining the mod-

ern character of war, in particular cyberwar. Today’s doctrine relies heavily on Clausewitz 
and his relatively narrow description of war and warfare that the modern possibilities of 
warfare barely make sense when viewed through a Clausewitzian lens. Due to doctrine and 
policy's overt and overwhelming reliance on Clausewitz, his descriptions remain the ripest 
for criticism. 

Clausewitz within his framing of war does not fully account for cyber operations or their 
capabilities. Nor does he adequately capture the dramatic change in how forces can traverse 
physical geography, the criticality of computer network logical geography and how it con-
nects systems, or an appreciation for a systemic effect beyond a singular physical center of 
gravity. Clausewitz also does not fully capture the importance of information warfare and its 
application to changing an enemy's will.

War should not be reduced to merely physical violence, which unfortunately remains large-
ly how U.S. policy and doctrine conceptualize war.  As has been demonstrated, cyber effects 
can exert warfare wholly apart from kinetic actions. Clausewitz and military policy do not 
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account for this fact. The rise of the cyber domain also reveals the importance of the informa-
tion dimension and the preeminence of influencing the minds of decision-makers.

Furthermore, today’s leaders should avoid the temptation to re-interpret Clausewitz to mod-
ernize him or his theory. Today’s doctrine and policy related to war should be firmly rooted in 
theory informed by an understanding of war and warfare that accurately captures the effects 
of all domains. The nature of war is complex. U.S. policy and doctrine provide a simple and 
woefully inadequate description. The current theoretical references within doctrine and policy 
need to expand to capture a greater range of ideas about war. Theory should overcome this am-
biguity with principles, fill knowledge gaps, and enable action when unknowns persist. With 
current theory firmly anchored in Clausewitz, removed from the cyber domain, and wholly 
disconnected from the complexity of modern systems, senior military leaders and planners 
have little to rely on to provide fundamental knowledge when a crisis occurs. 

Anchoring on Clausewitzian theory serves to limit the U.S. military’s understanding of 
war to industrial-age ideas and fails to account for two essential truths. First, war is about 
more than physical violence. Second, cognitive effects in warfare may be as or more im-
portant than physical effects. U.S. policy and doctrine narrowly focus on war as an act of 
violence, specifically physical violence, against military forces. This idea has been repeated 
so often that it is ingrained in U.S. policymakers, senior military leaders, and planners. 

Leaders must concern themselves with the war that will be fought in the future: The next 
war. Yet our thinking largely remains rooted in the past. With such a focus, U.S. policy and 
doctrine lack a theoretical foundation to accurately and holistically describe the nature of 
war that is relevant and complete enough for the current possibilities in the character of war. 
As a result, the United States and its allies are not well-positioned to recognize the next war 
when it comes, or to appreciate the nuances and intricacies of warfare before it is too late.   

DISCLAIMER
The views expressed here are those of the author alone and do not necessarily represent the 
views, policies, or positions of the U.S. Government, Department of Defense or its compo-
nents, to include the Department of the Army, or the United States Military Academy.
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ABSTRACT 

The need to secure communications is critical for militaries and has offered an ad-
vantage in battle across history for those who do it well. The advent of new tech-
nologies offers ways of securing information, which appears impenetrable by the 
standards of their era, and this is true today. Quantum computing seems to provide 
a variety of benefits in defense applications, including protecting communications 
and the ability to decrypt information protected by some of today’s encryption stan-
dards. While it is tempting to focus on investing heavily in quantum communications 
with the promise that this technology offers in securing communications, it would 
be foolish to ignore the human elements. This article brings historical parallels that 
offer insights into the potential weaknesses of heavy investment and application 
of this technology. Historical examples (specifically the experience of the Germans 
in World War II with their Enigma encryption machines) show that even the most 
capable encryption systems can be made ineffective by human error or laziness. 
Any investment by the defense community into quantum communications must be 
matched by an equal focus on developing a workforce that is more capable of prop-
erly handling and managing those systems, or the investment may be in vain. That 
investment should include improved cybersecurity training across the workforce and 
increased focus on Cybersecurity at Professional Military Education waypoints for 

Major W. Stone Holden 
Michael Gerardi

This is a work of the U.S. Government and is not subject to copyright protection in the United States. Foreign copyrights may apply.

Quantum Leap: Improving 
Cybersecurity for the Next Era of 
Computing By Focusing on Users



88 | THE CYBER DEFENSE REVIEW

QUANTUM LEAP: IMPROVING CYBERSECURITY FOR THE NEXT ERA OF COMPUTING

leaders.  With these steps, the Department of De-
fense (DoD) may be able to avoid the mistakes of 
previous generations who relied too much on the 
promises of technology without shoring up the frag-
ile humans who were essential to making that tech-
nology ultimately successful.  

INTRODUCTION 

The advantage in warfare often lies with those 
leaders who can communicate plans and mes-
sages to their forces rapidly, consistently, and 
securely. A further advantage lies with those 

who can penetrate, disrupt, or manipulate the com-
munications of their adversaries. This is particularly 
true in the modern era of great power competition, 
where major international players have the resourc-
es and technological savvy to reasonably attempt to 
do both. Interestingly, emerging technologies hold 
the potential to secure communications in ways that 
are impenetrable by today’s standards. Conversely, 
these same technologies can potentially render cur-
rent encryption used by individuals and organizations 
around the world completely transparent. The driver 
behind this potential communications revolution is 
the promise of quantum computing and communica-
tions incorporating the unique properties of quantum 
physics. This technology has attracted the attention 
of many governments due to the potential benefits of 
securing their communications, the dangers of hav-
ing their data decrypted by adversarial quantum com-
puters, and the potential to do the same to their ad-
versaries.1 Although several years away from being a 
feasible technology to impact national security efforts, 
it is time to begin preparing for its arrival. A close 
examination of military history shows that relying on 
technical advances alone to secure communications is 
foolish. However, tomorrow’s U.S. defense sector can 
avoid past mistakes by accounting for the human ele-
ment in communications security. 
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The U.S. Defense Science Board identified three 
areas of quantum technology that hold particular in-
terest for the Department of Defense (DoD): quantum 
communications, quantum computing, and quan-
tum sensing.2 Of particular interest is the arrival of 
quantum communications and encryption, offering 
offensive and defensive implications for future com-
munications security. The U.S. is leaping ahead to re-
search and develop quantum technologies, doubling 
the government investment between 2019 and 2021 
and hovering at nearly $1 billion annually since then.3 
As with any new technology, there is a risk of focus-
ing too much on the technology itself and ignoring 
the users who will ultimately implement or use it. It 
is critical to pair future communications and cyber 
systems with improved training and education of per-
sonnel. While quantum communications offer a more 
secure means to pass information, and quantum com-
puting provides the potential for leaps in encryption 
and decryption capabilities, human factors remain a 
constant threat to even the most secure technology. 

DISCUSSION
The advances offered by quantum technologies have 

historical analogs that can provide insight into how 
they may impact national security. Militaries have 
been trying to intercept and decode the communica-
tions of their rivals since antiquity. Encryption is one 
common way to protect information. It is the process 
of transforming a form of otherwise readable data 
(or “plaintext”) into a form that obscures the origi-
nal meaning of the data (or “ciphertext”) to prevent 
it from being known or used without a special piece 
of information (or “key”) which can be applied to turn 
the data back into a readable form.4 In antiquity, the 
Spartans invented a device for message encryption 
called a scytale, which may have been used to obscure 
the meaning of communications from adversaries.5 
Efforts to encrypt information more securely contin-
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ued in states around the world, with various societies developing manual cryptographic 
means of securing communications up to the dawn of the industrial age.6 WWII saw the 
application of industrial organization and machinery to the task of protecting and acquiring 
communications. Today’s encryption methods vary in technique and strength of protection 
but generally break into asymmetric and symmetric encryption. Asymmetric encryption 
(commonly referred to as public key cryptography) is a method that uses two separate keys 
to exchange data, with one encrypting the data and one decrypting the data.7 The alternative 
is symmetric cryptography, which uses the same secret key for encrypting the data being 
sent and for reversing that encryption by the receiver).8 The information advantage gained 
by breaking into the secure communications of an opponent can provide militaries with a de-
fining factor in the success or failure of achieving its objectives.9 It is critical, therefore, that 
the U.S. continues the task of breaking encrypted communications while fiercely protecting 
its own against capable adversaries. This requires the adoption and employment of innova-
tions, including quantum technology, in defense of U.S. information and communications 
and an offensive means to intercept and understand the communications of adversaries. 
With the re-emergence of Great Power competition, the need for secure communications is 
increasingly pressing.10,11  

Currently, secure military communications employ a series of countermeasures to ensure 
they are not intercepted or read by others. Frequency hopping is one method, referring to 
wireless communications that rapidly and randomly change the frequency they are trans-
mitting and receiving to avoid interception.12 A portion of a message may be intercepted, but 
not enough to be useful. Encryption, another method for securing communications, scram-
bles a message in a way that makes it mathematically improbable that an adversary could 
unscramble the message in a reasonable or helpful amount of time without the "key" for de-
crypting it.13 Both of these methodologies are commercially available and employed by U.S. 
forces but remain challenging for most militaries to implement.

Russian forces have been notorious for communicating "in the clear" during their invasion 
of Ukraine in 2022. Their failure to use encryption or frequency hopping for their military 
communications has left the world with access to snippets of some of the most intimate bat-
tlefield communications. Failure to use existing communications security measures stems 
from a lack of capable systems in the Russian military at the operational and tactical levels 
and a failure of training on how to employ them properly. These security failures allowed 
Ukrainian forces to intercept and act on Russian radio communications.14 At the same time, 
foreign observers gained insights into Russian tactics and operational struggles.15 Commu-
nications security based on state-of-the-art technological methodologies means little when 
personnel employing them are incapable of doing so or are unwilling to do so correctly.

Quantum technologies have defensive, zero-trust implications for communications security   
through quantum key distribution (QKD).16 
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In QKD, an encryption key is transmitted between the two communicating parties in the 
form of quantum particles called photons. As a result of the quantum nature of these 
particles, any eavesdropper who intercepts them will, in principle, necessarily leave a 
signature on the data stream itself; if the protocol is implemented properly, then it is 
physically impossible to observe the photons without modifying them in a way.17 

QKD is currently a difficult task, limited by the need for a quantum channel to allow the 
exchange of photons and restricted by distance for quantum channels built using existing 
ground-based fiber optic technology,18 but it provides an interesting alternative that is attrac-
tive to many working in industries or agencies requiring secure communications.

Quantum computing also offers a tool with more offensive uses. Standard computers today 
use "bits" of information composed of a string of binary characters that can either be "1" 
or "0." Quantum computers harness properties of quantum physics to store and transmit 
information in "qubits." Instead of reducing information to binary forms, qubits have four 
different possible positions at any given time. This allows quantum computers to rapidly run 
special algorithms and perform select functions that take standard computers thousands of 
years in a matter of days or hours.19 This could lead to a shift from hackers trying to bypass 
cryptologic systems to hackers leveraging quantum capabilities to attack the system itself.20 

While current encryption methods employed by the government and military are secure, 
the potential for hackers to attack the system rather than merely bypass it is still concerning 
and will need to be addressed. Quantum key distribution and quantum computing represent 
extraordinary technological advances that have the potential for significant impacts on com-
munications security.

Even amid what may seem like unprecedented times, there are significant echoes of a 
previous era of Great Power competition and communications security. In WWI, the rise of 
radio-based wireless communication significantly increased communication speed, but seri-
ous security flaws were associated with its use. Skilled radio operators could intercept these 
communications, using positional data to find transmitters and either read messages in the 
clear or manually decrypt them. The Germans suffered for their insecure communications in 
the naval battles of the Pacific, where their losses could at least be partially placed at the feet 
of insecure communications.21 This was an example of poor technical security, with opera-
tors transmitting in ways that could be intercepted due to a lack of technological capability to 
encrypt or protect that information adequately. Furthermore, it also demonstrates the human 
failures of the operators, who were not taking appropriate steps to obscure communications 
using simple tools available in that era.

In the years leading up to WWII, technological innovations in electrical communication 
and mechanical engineering allowed the Axis powers to improve their communications 
technology, taking advantage of the increased speed and security.22 At the start of WWII, 
the Germans made a concerted effort to adopt a range of emerging technologies to improve 
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their communications. The incorporation of radio, the Enigma machine to secure messages 
with front-line troops, and the even more secure and faster Lorenz machine for high-level 
messages all drastically changed the pace and security of their communications.23,24 German 
capitalization on the speed offered by electronic communications tools, including Enigma, 
was pivotal in their early Blitzkrieg campaigns. It allowed them to coordinate the masses of 
troops enabled by industrialization across a large front while maintaining a blistering pace 
of warfare.25 While keen to seize the technological edge, the Germans were also highly secu-
rity conscious and became early adopters of modern communications security protocols and 
encryption methods.26 

As part of their security efforts, the Germans adopted the Enigma code machine for em-
ployment in military operations.27 When used properly, the Enigma offered 150 quintillion 
distinct ways to set it up to encode a message. In an age before modern computers, this 
should have rendered it practically unbreakable to anyone trying to snoop.28,29 The ma-
chine was revolutionary and created tremendous difficulty for the Allied war effort since 
code-breaking consumed enormous amounts of British and American resources. Breaking 
the code eventually occurred with the help of some of the most brilliant minds of the time 
from Poland, the United Kingdom, and the U.S30 Successful harnessing of the intellectual 
capital of their nations was a pivotal element to Allied success. However, more was needed 
to beat the Enigma system.

A major contributing factor in breaking the Enigma code was consistent human error by 
well-trained and highly skilled German Enigma operators.31 Simple mistakes (like failing to 
completely switch out the coded wheels that adjusted the encryption, typing repetitive mes-
sages, and encoding messages in both old and new settings) proved critical shortcomings 
that allowed Allied cryptanalysts to ultimately penetrate Enigma. The technological promise 
of completely secure communications had lured operators into a false sense of security. If no 
one could break this code, why put so much effort into the surrounding security protocols 
and practices? The human factor of the operators succumbing to natural tendencies to take 
shortcuts while underestimating the impact of failure to adhere to established protocols. All 
these factors are amplified in times of conflict, when extreme fatigue, stress, and grueling 
mental workloads wear away at the finer elements of human precision.32 Sometimes, it makes 
little sense to spend time breaking codes when you can bypass them altogether through the 
system's weakest link.

Contrasting the painstaking labor by the Allies to break Axis codes, Italian agents relied 
on the laziness of physical security protocols at Allied embassies to acquire cipher books 
and decrypted communications.33 Terrible security protocols in vetting employees allowed 
Italian agents to penetrate U.S. embassies and gain access to office spaces after hours. Once 
inside, the embassy security protocols (when followed) were ridiculously simple to overcome. 
Keys were unsecured, documents were left out in the open, and safes required no more 
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than a screwdriver to remove a back panel. These relaxed security procedures all went to 
aid Italian agents. The best encryption methods in the world could be easily bypassed by 
exploiting human laziness and error. In this instance, those tendencies provided a wealth of 
information to Axis forces. German leaders like Field Marshall Erwin Rommel were able to 
conduct their early campaigns with a wealth of information that it was like "… a gambler, but 
one who could read the other player's cards."34 These types of errors are not a thing that we 
can toss into the dustbin of history, as something that was solely a flaw of another generation.

Just as Germany capitalized on emerging advances in information security presented by 
mechanical encryption, the U.S. is investing in its emerging technologies. The U.S. has com-
pleted a significant amount of work to prepare for quantum technologies on the technical 
side of the issue. Since 2019, the U.S. government has spent over $2.5B on quantum re-
search and development.35 This investment resulted in notable achievements, including the 
announcement in July 2022 by the U.S. Department of Commerce's National Institute of Stan-
dards and Technology (NIST) that it had selected some of the first tools designed specifically 
to withstand quantum decryption.36 This is a major technical step toward communications 
security in the post-quantum world, but more is needed.

In the decades following the Cold War, the U.S. has primarily fought against non-state 
adversaries who have not enjoyed the sophisticated communications capabilities states can 
field. This has led to a sense of invulnerability, which contributed to embarrassing commu-
nications security failures- like when Iraqi insurgents hacked military unmanned aerial sys-
tem data feeds.37 It is tempting to believe that our military forces and populations, in general, 
have evolved from the kind of human error that proved fatal to the brilliance of the Enigma 
in WWII. It would be unwise to do so. The threats posed to secure military communications 
continue to be substantial and will likely be exacerbated by technological advances. The Peo-
ple's Republic of China (PRC) has listed quantum computing as one of the technologies they 
are pursuing to seize the "technological high ground." The contemporary battlefield is al-
ready seeing the application of advanced technology that will significantly impact communi-
cations in modern warfare.38,39 The advances in quantum communications and quantum key 
distribution offer the allure of making communications so secure that they are practically 
unbreakable with the current technology.40,41 These advances can also work against the U.S.  

It is plausible that soon, aggressors will be able to use quantum computing tools to attack 
U.S. communications in novel ways while also using technology like quantum computing to 
fortify their communications against U.S. penetration.42 Technology is not the only solution; 
its advantage is often fleeting and rarely as dominant as first perceived.43 Any pursuit of 
a technological solution to the problem of employing quantum technologies to protect U.S. 
data or to defeat adversary communications security needs to incorporate the human design 
element of cybersecurity. The most advanced technologies in the hands of someone who mis-
handles it can be undermined by their actions.
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Human error remains a significant attack surface for communications penetration. Every 
year, millions of dollars are invested worldwide in sophisticated cyberattacks, painstakingly 
built off of millions of lines of precise coding. Many of these attacks rely on human error to gain 
their fatal foothold. Spearfishing, failing to update systems, and weak passwords contribute 
to a substantial number of successful attacks.44,45 A 2014 study by IBM found that across 130 
countries, over 95 percent of all cybersecurity incidents could be traced back to human error at 
some point.46 The report showed that these errors included misconfiguration of systems (like 
with the Enigma wheels), poor patch management (similar to German operators failing to up-
date their codes), bad passwords, and poor control of devices (reminiscent of the poor embassy 
security exploited by the Italians). A 2022 white paper by Mandiant discussed human error's 
impact on a cyberattacks success. It noted that poor training of employees contributed to their 
seeming inability to stop making security mistakes that left their organizations open to pen-
etration.47 Any system that emerges based on quantum computing must be designed to guard 
against human errors that can render it vulnerable on either end of the communications link.

Communications protected by quantum technologies are more resistant to interception at-
tempts and decryption, but must still be transferred onto a computer for the end user to con-
sume. This remains vulnerable to hacking or attacks that could reveal the “secured” informa-
tion.48 Securing the technical middle, without securing the human operators on either end, 
ignores the broadest surface for communications penetration. Human error remains a primary 
contributing factor to the penetration of communications security protocols in the cyber do-
main, and there is little evidence to suggest that the trend will change. 

Despite large amounts of time and resources applied to cybersecurity, DoD currently strug-
gles to maintain cybersecurity across one of the largest workforces of any organization on the 
planet.49,50 The Federal government spends over $100 billion annually on cyber and informa-
tion technology investments.51 Even with this level of investment, in 2019, the Government 
Accountability Office revealed over 28,000 reported cybersecurity incidents.52 While not every 
incident will be the critical error that unleashes the adversaries waiting in the shadows, the 
sheer scale of the problem increases the risk it poses to DoD. The DoD is massive, with millions 
of personnel needing to access systems at different levels and for other purposes.53 Further-
more, diverse backgrounds and educational experiences make it difficult to adopt and imple-
ment sweeping policies effectively. An officer falls for a spearfishing attack; a soldier or sailor 
leaves their credentials somewhere by accident; a janitor at a facility finds a thumb drive and 
pops it into a machine to see who owns it; a tired field operator fails to properly execute all of 
the security protocols for their communications device. These problems will not abate with the 
emergence of quantum computing. 

Current levels of cybersecurity training for DoD members fall well short of where they should 
be despite its prominence in strategic guidance documents. The 2018 DoD Cyber Strategy lists 
four objectives. Two of those, defending U.S. critical infrastructure from cyberattacks and  
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protecting DoD information and systems from cyber threats, demand a greater level of training 
and education in the general user population.54 The strategy also identifies the importance of 
cultivating a more robust cybersecurity culture within the larger workforce and the value of 
providing training for personnel on cyber topics.55 In cultivating this cyber-proficient work-
force, more effort should be expended on raising the general level of cyber awareness among 
non-IT professionals. These personnel play a critical role in maintaining the security of infor-
mation systems.

The annual DoD-mandated cybersecurity training provides little more than a baseline of 
"what not to do." Improved training should discuss actual threat actors and real compromises 
and provide tactics, techniques, and procedures for adversaries. Better training would provide 
users with case studies highlighting why training is so relevant and how adversaries seek to 
undermine their security. Building upon the foundation of the annual cyber awareness train-
ing allows training to progress to more complicated and nuanced issues. Training must also be 
supplemented with more general education on cyber topics as DoD members progress in their 
careers. While some courses on cyber topics are available at the Naval Postgraduate School, 
Army War College, and Air Force Institute of Technology, there is room for improvement.56,57 
Updated rigorous cyber course requirements at each Professional Military Education check-
point throughout a career are an easy way to improve the cyber-savvy of leaders across the 
joint force.58 A mix of improved training and better education of leaders would go a long way to-
ward addressing the human side of information security risks. Nurturing a cyber security-ori-
ented joint force will pave the way to reduced risks associated with implementing quantum 
communications systems within DoD. 

CONCLUSION
While investing in cutting-edge technology is important, the U.S. must apply historical les-

sons about human vulnerability to its future communications security efforts. People are capa-
ble of amazing things, but innate traits are also often the weak link in the chain of communi-
cations security. Though failure and accidents will always be a part of technological systems, 
they must be designed to minimize the chance of error, dull the allure of laziness, and antici-
pate the friction of war, which could lead to security-compromising behaviors. By embracing 
the hard-won lessons of WWII and evolving them to apply to the advances of the modern era, 
the U.S. national security enterprise and DoD can position itself on the road to success in the 
communications security battles of the future.  

DISCLAIMER
The views and opinions expressed herein are those of the authors, alone, and do not neces-

sarily reflect the official policy or position of the United States Marine Corps, the Department 
of Defense, the U.S. Intelligence Community, or the U.S. Government.
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INTRODUCTION 

As a result of the unique circumstances created by the collapse of the Soviet 
Union, Russia has developed disproportionate cyber power relative to its eco-
nomic stature. The Belfer Center for Science and International Affairs defines 
cyber power as “the effective deployment of cyber capabilities by a state to 

achieve its national objectives.”1 In general, the operational capacity of a state’s national 
security infrastructure, and especially its cyber power, scales directly with that of its 
innovation economy.2 Russia is only the world’s eleventh-largest economy by gross do-
mestic product (GDP),3 and its information technology (IT) sector constituted just under 
6% of the country’s GDP before Russia’s 2022 invasion of Ukraine.4 Despite these limita-
tions, Russia is commonly recognized as an elite cyber power.5 Importantly, Russia relies 
heavily on cyber professionals from outside its security agencies, including talent from 
the private sector and associated with organized criminal groups (OCGs), to conduct 
offensive cyber operations on the state’s behalf.6

In analyzing the ways that Russia leverages non-state cyber talent, this article details 
how the Soviet Union’s history impacted the development of Russia’s internet, and the 

Copyright: © 2024 Alec Jackson

How the Collapse of the  
Soviet Union Made Russia  
a Great Cyber Power

Alec Jackson



100 | THE CYBER DEFENSE REVIEW

HOW THE COLLAPSE OF THE SOVIET UNION MADE RUSSIA A GREAT CYBER POWER

competitive advantages enjoyed by the Russian IT 
industry. This article also examines the legal and 
economic environment that rewards non-state actors 
that engage in cybercrime, and how the Russian state 
employs corruption networks to mobilize cyber talent 
outside the direct control of its security agencies. Cor-
ruption is the glue that binds Russian IT professionals, 
Russian OCGs, and the Russian security apparatus to-
gether, and allows the state to leverage cyber talent 
outside the state to pursue Russian President Vladi-
mir Putin’s strategy of “offensive defense” against the 
West. This article concludes with an analysis of the 
impacts of the Ukraine invasion and subsequent West-
ern sanctions on Russian cyber power, and recommen-
dations for containment by Western policymakers on 
Russian cyber power in the future.

The History of the Russian Internet

The development of the Russian internet was large-
ly shaped by the unique circumstances surrounding 
the collapse of the Soviet Union. These conditions 
were made possible by Russian government agen-
cies, Russian state-owned entities, domestic commer-
cial actors, foreign corporations, and international 
non-governmental organizations. In the early 1990s, 
Russia lacked developed civilian telecommunication 
networks.7 Infrastructure that did exist largely con-
sisted of Soviet-era analog telephone lines almost en-
tirely owned by the state operator, Rostelekom.8 Early 
internet networks in Russia were mostly concentrated 
around Moscow and used this analog infrastructure 
to provide basic services. Many independent Russian 
internet service providers (ISPs) were founded during 
the 1990s, but Rostelekom was key to the growth of 
the Russian internet. In 1996, Rostelekom created the 
Moscow–Khabarovsk Radio Relay Communication 
Channel,9 a network of radio-relay cables from Vladivo-
stok to Novorossiysk that connected Russia’s regional 
ISPs to their counterparts in Moscow.10 Between 1995 
and 1999, Rostelecom also constructed a nationwide 
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fiber-optic backbone system, which helped link the Russian internet with international net-
works.11 By the end of 2000, 6.6 million Russians had access to the internet.12

Western businesses like Sprint and non-profit organizations like George Soros’s Open So-
ciety Institute leveraged Russia’s political and economic opening to build Russia’s internet 
infrastructure. The Open Society Institute established major internet centers at 33 Russian 
universities between 1996 and 1999.13 The internet infrastructure created for Russia’s uni-
versities and research centers helped drive internet adoption in Russia outside of Moscow 
and Saint Petersburg. In addition to enabling internet connectivity, these networks (which 
included the Moscow State University-affiliated Radio-MSU and MSUnet, as well as the Rus-
sian Research Institute for the Development of Public Networks’s RELARN-IP) helped to cre-
ate a market for internet services in the Russian regions.14 In fact, the university centers 
themselves became internet service providers in numerous Russian oblasts.15

When the Soviet Union collapsed in 1991, so did the primary source of research funding 
in the territory it controlled. Between 1991 and 1999, Russia’s budget for science dropped 
90%.16 In constant 1995 U.S. dollars, Russian funding for research and development dropped 
from $28.4 billion in 1990 to $7.2 billion in 1998.18 Similarly, domestic funding for Russian 
defense procurement fell by at least 80% during the 1990s. Many Russian scientists emigrat-
ed abroad as a result. Those who stayed were forced to seek new sources of income. These 
included large numbers of programmers19 who found work in the nascent internet economy.20 
Indeed, some say the Russian internet was “born in the kitchens of the intelligentsia.”21 Min-
imal state regulation of the internet in the 1990s and 2000s allowed early Russian internet 
entrepreneurs to flourish.

Unlike many pre-fall-of-the-Soviet-Union manufacturing and energy companies that were 
then captured by Russian oligarchs, no regional or inter-regional civilian telecommunica-
tions infrastructure or even physical assets existed to capture.22 For example, Russian Prime 
Minister Viktor Chernomyrdin looted energy company Gazprom’s assets and sold them to his 
relatives and associates23 before Putin began his drive to suborn Russia’s oligarchs in 2000. 
In contrast, Russian IT companies that made use of the newly built internet infrastructure 
possessed no Soviet Union “legacy assets.”24 Most Russian ISPs, at least at the regional level, 
were built “from scratch”25 by their founders in the mid-to-late 1990s. Even as the Russian in-
ternet began to take shape, companies building it were too small to attract oligarch attention.

Competitive Advantages of the Russia Information Technology Sector

While the vast expanse of Russia’s landmass has posed logistical challenges to expanding 
remote internet access, internet connectivity is highly affordable to average Russians in ar-
eas where it is available. A 2015 World Bank study reports that more than 80% of Russians 
are able to afford broadband internet access.26 This is because minimal government regula-
tion of ISPs, at least from a commercial standpoint, even if not from a content standpoint, has 
promoted healthy competition among Russian ISPs. Rostelekom, still partially state-owned, 
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enjoys a dominant market position in backbone connectivity, but it is not a monopoly.27 Lit-
erally thousands of ISPs operate in Russia,28 although many independent ISPs use Rostele-
kom’s infrastructure.29 The affordability of internet access in Russia is a key contributor to 
internet-enabled enterprises, commercial or otherwise. It not only helps connect Russian IT 
professionals with each other and with international clients, it also facilitates the transfer of 
technical knowledge, whether academic, commercial, or criminal. Finally, internet access is 
recognized as an important structural factor that influences career choice.30 The affordability 
of household internet access in Russia helps encourage young Russians to pursue IT careers.

The U.S., another geographically large country with a comparatively highly regulated tele-
communications sector from a commercial standpoint, enjoys very little competition among 
ISPs. The U.S. market for home internet is an oligopoly dominated by four large ISPs that often 
enjoy local monopolies31 and rarely are forced to compete on price in local markets. This limits 
consumer choice, stifles competition, and raises internet prices for U.S. households. Because 
cost is the primary barrier to Internet access in the U.S., the result of limited competition 
between ISPs is that 14% of Americans with annual incomes under $30,000 do not use the 
Internet,32 and 43% of American adults with annual household incomes under $30,000 have 
no broadband internet subscription.33 Despite massive federal investment in improving broad-
band access, especially for rural communities, serious affordability challenges remain.34

Legacy of the Soviet Union’s Science, Technology, Engineering,  
and Mathematics (STEM) Education

Russian cyber power has benefited from inheriting the Soviet Union’s education system, 
which strongly emphasized STEM education. To this day, “scientific and technical education 
is particularly valued within Russia”35 where 37 percent of Russian undergraduate students 

major in a STEM field,36 compared to 21 percent of U.S. undergraduate students.37 Russia also 
inherited from the Soviet Union a massive system of national research laboratories and re-
search institutes, though it has struggled to maintain this network.38 The Russian education 
system also fosters a creative, problem-solving mindset in the IT workers it trains.39 Indeed, 
many multinational corporations believe employing Russian IT workers, instead of Chinese 
or Indian tech workers, give companies a competitive advantage.40

Cultural compatibility between Russian IT professionals and their clients, particularly cli-
ents in the native English-speaking world, is another important competitive advantage of 
Russian IT firms. Russian IT firms, especially software offshoring companies, are character-
ized by small teams of “creative and strong-willed”41 experts willing to debate client meth-
odologies and timelines. According to one European client of a Russian IT outsourcing firm, 
these qualities render Russian IT firms highly compatible with American clients.42 Histori-
cally, most customers of Russian IT companies were from the U.S. and Canada,43 and many 
U.S. start-ups founded by Russian-born entrepreneurs rely on Russia-based IT professionals.44
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Incentives for Cybercrime

However, Russia’s strong STEM education is no guarantee that Russian IT professionals can 
find gainful employment. On the one hand, high levels of educational attainment are clearly 
valued in Russian society. In 2019, 63 percent of Russian 25-34 year-olds had achieved some 
level of tertiary education, compared with the Organization for Economic Co-operation and 
Development (OECD) average of 44 percent.45 Many Russian postsecondary students pur-
sue degrees in IT specifically.46 Yet the Russian labor market, like those of many other post-Soviet 
economies, is inefficient and struggles to place well-educated workers in their fields of study.47 
In addition, while many prospective Russian IT students cite job prospects and high wages 
as their motivation for choosing their field of study, they may have unrealistic expectations 
regarding entry-level wages.48 Finally, there may well be more highly-educated IT profession-
als in Russia than there are legitimate IT jobs.49 Even the IT professionals who can find jobs 
work for “economical wages,”50 at least by international standards. While this represents a 
great deal for multinational corporations seeking to develop software on the cheap, this pres-
ents Russian IT workers with powerful economic incentives to supplement their incomes.

The retributive legal barriers to cyber criminality that might dissuade an underemployed 
IT professional in other countries are much less compelling in Russia. Cybercrime is profit-
able globally,51 but Russia is particularly permissive as it relates to cybercrime. Legal pen-
alties for cybercrime under the Russian Criminal Code are considered quite weak by inter-
national standards,52 and enforcement of those laws is selective, haphazard, and sometimes 
non-existent. According to Kyle Wilhoit, an internationally-recognized cybersecurity expert, 
“hackers only really get prosecuted when they attack targets inside Russia.”53 And Russian 
domestic authorities generally do not cooperate with the international law enforcement agen-
cies that investigate cybercrimes.54

In addition, the early geographic concentration of Russia’s internet infrastructure has ex-
acerbated cost-of-living concerns for its cyber professionals. The build-out of Russia’s early 
internet infrastructure around the country’s academic and scientific institutions, made pos-
sible by the financial and technical assistance of foreign benefactors, created an “academic 
bias”55 in Russian internet access. For the first two decades of internet connectivity, Russia’s 
internet users, at least outside of the major metropolitan areas of Moscow and St. Petersburg, 
were concentrated around research centers in places like Novosibirsk. For many years, the 
Russian software industry was concentrated in those three cities.56 This spatial polarization 
had important implications for the geographic distribution of the broader Russian economy. 
The economic benefits unlocked by digitization and electronic commerce were only avail-
able to populations living around places with existing internet infrastructure, places that 
were already home to most of Russia’s most educated workers. Until the advent of mobile 
broadband, the Internet was a force for further economic concentration around a very few 
large cities rather than an economic leveler for the Russian regions. As a result, Russia’s two 
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major metropolitan areas, Moscow and Saint Petersburg, are noteworthy for their high cost 
of living relative to local wages. 

As a result, a significant number of Russian IT professionals may supplement legitimate 
incomes with criminal activity, leveraging professional talents to commit cybercrime that 
either targets or uses a computer, a computer network, or a networked device.57 These Rus-
sian cybercriminals are representative of the broader Russian criminal population where 
members of Russian OCGs often straddle criminal and non-criminal careers.58 

Early Russian cyber criminals operated independently in a disaggregated fashion, seeking 
to avoid drawing the attention of the state. Beginning in the late 2000s, this changed, with 
Russian cybercriminal activities increasingly coming under the control of traditional OCGs, 
which sought to extend their control over criminal activities from physical space to cyber-
space.59 Eight to twelve major nationwide OCGs operate in Russia today, with smaller nodes 
within these networks focused on particular aspects of criminal activity.60 Russian OCGs are 
active across the full spectrum of criminality, engaging in illicit finance, the trafficking of 
weapons, drugs and people, and assassination for hire.61 These OCGs now are also heavily in-
volved in cybercrime, including credit card fraud, identity theft, the use of malware and ran-
somware for financial gain, and malware development for sale to external criminal actors.

One result of the co-opting of disaggregated, independent Russian cyber criminals by 
Russian OCGs is that cybercrime has become increasingly professionalized, and ironically 
mirrors somewhat the legitimate Russian IT industry. Today, organized cybercrime teams 
enable “individuals to branch out into a specific area of expertise,”62 such as team leaders, 
coders, network administrators, intrusion specialists, data miners, and even financial spe-
cialists. The combination of increased professionalization and financial backing provided by 
established Russian OCGs has enabled Russian cybercriminal teams to increase the scope 
and scale of their hacking operations.63 Recent examples of hacks by Russian OCG-backed 
cybercriminal groups include the high-profile ransomware attacks against Colonial Pipe-
line, JBS, and Kaseya,64 as well as ongoing malicious cyber activities targeting Ukraine.65

Leveraging Corruption to Advance Foreign Policy Goals

Russia’s pervasive culture of corruption helps explain how Russia’s IT professionals are 
mobilized on the state’s behalf to engage in offensive cybercrime in pursuit of Russia’s geo-
political goals. While some hackers may be motivated in part by patriotism, corruption is the 
glue that binds together Russian IT professionals, cyber-criminals, and state security actors. 
While money is one factor that encourages participation in corrupt practices, self-preser-
vation is another important motivation. In Russia, police and other government agents are 
known to violently enforce payment of protection money.66 Paying bribes to government of-
ficials, police and tax inspectors by IT firms large and small is often necessary to avoid vio-
lence, imprisonment, and the shutdown of one’s business. In the 1990s, most Russian IT out-
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sourcing companies sought to “keep off the radar of the state and the tax police” until they 
became large enough to join the formal economy.67 Importantly, corruption in Russia today 
extends far beyond the passing of bribes. For some Russian IT companies and professionals, 
hacking on behalf of the Russian state may be a way to avoid violent disruptions to their 
workplaces by the security services. While corruption seriously impedes the development 
of the Russian IT industry as a legitimate business sector, powerful incentives push Russian 
IT professionals to engage in malicious cyber activity on behalf of the Russian government.

The reciprocal nature of the relationship between organized crime and the state is also 
key to understanding how Russian cybercriminals mobilize on behalf of Russian foreign 
policy objectives. Cybercriminals are allowed to enrich themselves financially, provided the 
Russian state protecting cybercriminals can use their skills in support of Russia’s goals.68 
Russian OCGs are also expected to avoid hacking targets within Russia. Committing cyber-
crimes on behalf of the state obviously allows willing participant OCGs to curry favor with 
political authorities and maintain their continued access to illicit opportunities.69 

Relationships between the Russian state and Russian OCGs have their roots in the Soviet 
era but have shifted dramatically since then. The weakened central state of the 1990s pre-
sented OCGs with opportunities for massive financial gain as state assets were privatized.70 
Whereas OCGs concealed wealth from the state and the public during Soviet times, economic 
liberalization presented these entities the opportunity to convert criminal proceeds to legiti-
mate wealth and ascend the ranks of Russian society.71 The Russian state ultimately regained 
the upper hand, but did so without confronting or crushing empowered criminal enterprises.

One account describes the Russian state and Russian OCGs as having engaged in a process 
of reciprocal assimilation “in which intertwined networks of legality and illegality work in 
concert”72 to maintain a grip on power in which the state and OCGs are mutually-dependent, 
semi-autonomous groups that share ideologies and resources. OCGs have “become an inte-
gral part of civil society”73 and enjoy ties with the state at every level of socio-political power. 
While the state is the stronger of the two partners, it cooperates with OCGs to gain access to 
a deniable source of “private violence and illegal expertise.”74 This private expertise is enlist-
ed by the state for its own purposes. Cybercriminal expertise is just one of these specialties, 
but is perhaps the most relevant criminal skillset to Russia’s cyber power and global policy 
ambitions. The same technical knowledge that allows Russian OCGs to steal as much as tril-
lions of dollars annually75 can be leveraged for computer network exploitation and computer 
network attacks against foreign governments. 

Cyber and Information Warfare 

Cyber warfare, enabled by non-state cyber talent, has become a key tool in Russia’s of-
fensive defense strategy.76 Putin professes that Russia and the West are already engaged 
in full-spectrum conflict,77 and that the information sphere is but one key battleground in 
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this conflict. Putin purports to also believe that various democratic movements across the 
post-Soviet space, from the Orange Revolution to the Maidan Revolution, were organized 
by Western intelligence agencies with the ultimate goal of bringing about regime change 
in Russia.78 In response, Russia has used its cyber power as part of a holistic information 
warfare strategy to sow discord across the West79 and undermine unity between and with-
in Western nations.80 The cyber blockade of Estonia in 2007 by Russian non-state patriotic 
hackers and criminals81 is the first known example of this trend, which arguably reached its 
apex in the Russian election interference campaigns in the United Kingdom, U.S. and France 
between 2015 and 2017.82 

Russian leaders see the internet inside Russia primarily in terms of its potential to under-
mine regime stability.83 Domestic legal and regulatory governance of the Russian internet 
lagged behind the build-out of the actual internet infrastructure,84 yet state regulation of the 
Russian internet, or RuNet, increased following Putin’s return as Russia’s president in 2012. 
These regulations focus primarily on enabling surveillance of digital communications and 
restricting information flow that the Putin regime deems subversive to its aims. The origins 
of this approach can be found in the 2000 Information Security Doctrine of the Russian Fed-
eration, which declared that “the national security of the Russian Federation substantially 
depends on the level of information security.” This doctrine defines information security as 
“national interests in the information sphere,” referring to the regime’s control over informa-
tion flow to the public and not the safeguarding of networks and data.85 In modern Russia, 
internet governance, cybersecurity, and media policy are all overseen by the same state 
agency, Roskomnadzor,86 underscoring Russia’s priority for internet governance being infor-
mation control. Yet in line with Putin’s alleged promise of “a decade of free development”87 
to the Russian IT industry at a December 28, 1999 meeting, internet entrepreneurship and 
commercial activity in Russia remain highly deregulated, a surprising approach for the Rus-
sian government, which is inclined towards “active regulation of most spheres of economic 
activity.”88

Russia has begun to lay the technical groundwork to isolate the RuNet from the broader 
World Wide Web. In 2019, the Duma amended Russian federal law to provide a legal frame-
work for the “centralized management of a public communications network.” This framework 
empowers Roskomnadzor to “prohibit the routing of telecommunication messages through 
communication networks located outside of the territory of the Russian Federation” in the 
face of certain threats.89 These amendments also call for the creation of a national Domain 
Name System (DNS), with its own proprietary infrastructure, which would be the first of its 
kind if implemented, and would render the RuNet inaccessible to the outside world. It also 
likely would disable internet users inside Russia from accessing parts of the Internet that 
use the existing global DNS.90 This outcome would give Roskomnadzor unparalleled ability 
to control the flow of information into Russia.
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Early Impacts of the Russo-Ukrainian War

Russia’s invasion of Ukraine has shaken Russia’s IT industry, with potential future con-
sequences for Russian cyber power. In the first weeks after the invasion, tech workers fled 
Russia in droves. The Russian Association of Electronic Commerce, a Russian tech industry 
trade group, estimated some 50,000-70,000 tech workers left Russia during the first few 
weeks of the war.91 At first, the Russian government sought to reassure the country’s tech 
industry. In his annual address to the Russian Duma in early April 2022, Russian Prime 
Minister Mikhail Mishustin addressed the Russian IT industry directly, and Russia’s gov-
ernment extended several guarantees to Russian IT professionals, including a promise that 
Russia’s IT professionals would not be conscripted into the army. Other incentives included 
“exemptions from paying income tax, preferential mortgage rates, and additional funding 
for grants.”92 Yet Putin’s so-called “partial mobilization” order in September 2022, seeking to 
press 300,000 men into military service, prompted a second mass exodus of IT professionals. 
Nikolay Komlev, director of Russia’s Information & Computer Technologies Industry Asso-
ciation, claimed this wave of departures, notwithstanding Kremlin promises to exempt IT 
professionals from the draft, was “roughly two to three times” the size of the spring wave.93 
Many tech workers fled to other post-Soviet states like Armenia and Kazakhstan, even if 
they still worked for Russian companies.

The Russian government’s crackdown on foreign platforms to more tightly control informa-
tion flow to its citizens has also intensified. Post-invasion Russia has blocked Facebook, Twit-
ter, and the Russian-language websites of several international news outlets.94 In announcing 
the bans, Roskomnadzor accused Facebook, which had blocked the pages of state-controlled 
Russian media outlets like Russia Today and Sputnik, of violating “the key principles of free 
dissemination of information.”95 

In the near term, the Ukraine invasion is unlikely to degrade Russia’s cyber power. It is 
likely the Russian IT industry will feel pressure to avoid or accommodate state attention, and 
this may improve the Kremlin’s ability to leverage native IT talent in pursuit of its geopolit-
ical ambitions. Western sanctions and export controls also may have the unintended effect 
of catalyzing Russian import substitution. Sanctions not only have limited Russia’s access to 
key technologies but also have prompted U.S.-based technology firms like Microsoft to leave 
the Russian market.96 This could present a market opportunity for Russian IT firms to devel-
op domestically-produced alternatives to Western products, at least as to software, where the 
barriers to development are lower. Similarly, many Western research organizations halted 
collaborative efforts with Russian scientists after the Ukraine invasion.97 Russians reported-
ly are increasingly collaborating with Chinese and Indian researchers, which may represent 
a model for collaboration in the Russian IT sector, although both India and China have deep 
state involvement in their respective technology sectors, thus making such partnerships less 
appealing to Russian firms.



108 | THE CYBER DEFENSE REVIEW

HOW THE COLLAPSE OF THE SOVIET UNION MADE RUSSIA A GREAT CYBER POWER

In the medium-to-long term, the floodgate of departed Russian IT talent likely will limit 
Russia’s ability to develop high-end cyber capabilities. Importantly, many departures during 
the first year of the war included those IT workers with international ties and some amount 
of financial resources. These IT professionals are likely some of Russia’s best and bright-
est.98 Another big risk Russia faces is that departed IT talent will hamper the education and 
training of future generations of Russian cyber talent, an effect that could compound as time 
passes.

CONCLUSION
Russia’s disproportionate cyber power stems largely from its unique political, econom-

ic, and regulatory circumstances post-dating the collapse of the Soviet Union. Pervasive 
networks of corruption connect Russian IT professionals, Russian OCGs, and the Russian 
state, allowing the state to mobilize the tech industry’s cyber talent for geopolitical goals. To 
formulate policies towards Russia that counter Russia’s pervasive cybercrimes, Western gov-
ernments should recognize that failing to address these three entities holistically is a fool’s 
errand. Incentives that bind Russia’s networks of corruption are far too strong to be effective-
ly countered with piecemeal high-level diplomatic summits. But Russia’s invasion of Ukraine 
presents the West with a unique opportunity to exploit the mass exodus of human capital 
Russia desperately needs in order to remain a top-tier cyber power. Western governments 
should further facilitate this exodus of Russian IT professionals with proactive integration 
into friendly nation workforces. For example, tens of thousands of Russian IT professionals 
now reside and work in the nation of Georgia.99 In response, the Georgian government stood 
up a task force to help Russian companies and entrepreneurs navigate financial and bu-
reaucratic hurdles. Western governments can and should pursue similar initiatives and find 
ways to incentivize companies that facilitate this migration.   



SPRING 2024 | 109

ALEC JACKSON

NOTES
1. Voo, Julia, Irfan Hemani, and Daniel Cassidy. “National Cyber Power Index 2022.” (Cambridge: Belfer Center for 

Science and International Affairs, Harvard Kennedy School, 2022), 7. https://www.belfercenter.org/publication/na-
tional-cyber-power-index-2022 

2.  Whyte, Christopher, and Brian Mazanec. In Understanding Cyber Warfare: Politics, Policy and Strategy, (New York: Rout-
ledge, 2019), 119-20.

3. “World Economic Outlook Update, January 2024: Moderating Inflation and Steady Growth Open Path to Soft Land-
ing.” (World Economic Outlook. International Monetary Fund, January 2024), 6. https://www.imf.org/en/Publica-
tions/WEO/Issues/2024/01/30/world-economic-outlook-update-january-2024.

4. Chernova, Yuliya. “Departure of Tech Workers Weighs on Russian Economy.” WSJ, November 13, 2022. https://
www.wsj.com/articles/departure-of-tech-workers-weighs-on-russian-economy-11668172429. 

5. Voo, et al.,. “National Cyber Power Index 2022,” 9.
6. Insikt Group. “Dark Covenant 2.0: Cybercrime, the Russian State, and War in Ukraine.” Recorded Future, January 

31, 2023, 2. https://go.recordedfuture.com/hubfs/reports/cta-2023-0131.pdf.
7. Perfiliev, Yuri. “Development of the Internet in Russia: Preliminary Observations on Its Spatial and Institutional 

Characteristics.” (Eurasian Geography and Economics 43, no. 5, July 2002): 412. https://doi.org/10.2747/1538-
7216.43.5.411. 

8. Bulashova, Natlia, Dmitri Burkov, Alexey Platonov, and Alexey Soldatov. “An Internet History of Russia in 1990s.” 
In An Asia Internet History: First Decade (1980-1990), edited by Kilnam Chon, 227–64. (Seoul: Seoul National Uni-
versity Press, 2013). Accessed date, Asia Internet History Projects at https://sites.google.com/site/internethistoryasia/
book1/ru.

9. Perfiliev. “Development of the Internet in Russia: Preliminary Observations on Its Spatial and Institutional Character-
istics,” 414. 

10.  Kolarova, Desislava, Asel Samaganova, Ivan Samson, and Patrick Ternaux. “Spatial Aspects of ICT Development in 
Russia.” The Service Industries Journal 26, no. 8 (2006): 877. https://doi.org/10.1080/02642060601011673.

11. Perfiliev, “Development of the Internet in Russia: Preliminary Observations on Its Spatial and Institutional Character-
istics,” 414. 

12. Bulashova, et al., “An Internet History of Russia in 1990s”.
13. Kolarova, et al., “Spatial Aspects of ICT Development in Russia,” 876.
14. Bulashova, et al., “An Internet History of Russia in 1990s”.
15. Kolarova, et al., “Spatial Aspects of ICT Development in Russia,” 876.
16. Loren, Graham. “Science in the New Russia.” Issues in Science and Technology (blog), July 1, 2003. https://issues.

org/graham-2/.
17. “Science and Engineering Indicators, 2004. Volume 2: Appendix Tables. NSB 04-01.” (Arlington: National Science 

Foundation, 2004).
18. Aslund, Anders, Sergei Guriev, and Andrew Kuchins. Russia after the Global Economic Crisis. (Washington: Peterson 

Institute for International Economics, 2010), 96.
19. Perfiliev. Development of the Internet in Russia: Preliminary Observations on Its Spatial and Institutional Characteris-

tics.” 412. 
20. Satinsky, Daniel. “The Growth of Russia’s IT Outsourcing Industry: The Beginning of Russian Economic Diversifi-

cation?” Wilson Center, April 17, 2006. https://www.wilsoncenter.org/publication/the-growth-russias-it-outsourc-
ing-industry-the-beginning-russian-economic.

21. Gritsenko, Daria, Mikhail Kopotev, and Mariëlle Wijermars. “Digital Russia Studies: An Introduction.” In The 
Palgrave Handbook of Digital Russia Studies, edited by Daria Gritsenko, Mariëlle Wijermars, and Mikhail Kopotev. 
(Cham: Springer International Publishing, 2021), 6. https://doi.org/10.1007/978-3-030-42855-6_1.

22. Perfiliev, “Development of the Internet in Russia: Preliminary Observations on Its Spatial and Institutional Character-
istics.” 412. 

23. Goldman, Marshall I. In Petrostate Putin, Power, and the New Russia. (Oxford ; Oxford University Press, 2008), 61.
24. Aslund, et al., Russia after the Global Economic Crisis, 100.



110 | THE CYBER DEFENSE REVIEW

HOW THE COLLAPSE OF THE SOVIET UNION MADE RUSSIA A GREAT CYBER POWER

NOTES
25. Satinsky, “The Growth of Russia’s IT Outsourcing Industry: The Beginning of Russian Economic Diversification?’
26. Rossotto, Carlo Maria, Natalija Gelvanovska, Dr Yuri Hohlov, Dr Vaiva Mačiulė, and Sergei Shaposhnik. “A Sector 

Assessment: Broadband in Russia,” (Washington: The World Bank, 2015), accessed via Research Gate at https://www.
researchgate.net/publication/293485750_A_Sector_Assessment_Broadband_in_Russia,  30.

27. Rossotto, et al.,. “A Sector Assessment: Broadband in Russia,” 7.
28. Galushkin, Alexander. “Internet in Modern Russia: History of Development, Place and Role.” Asian Social Science 11 

(June 5, 2015): 306. https://doi.org/10.5539/ass.v11n18p305.
29. Rossotto, et al. “A Sector Assessment: Broadband in Russia,” 7.
30. Adya, Monica, and Kate M. Kaiser. “Early Determinants of Women in the IT Workforce: A Model of Girls’ Career 

Choices.” Information Technology & People 18, no. 3 (2005): 237–238. https://doi.org/10.1108/09593840510615860.
31. Yarrow, Andrew L. “The Scandalous Cost of Internet in America.” (Santa Monica: Milken Institute, June 17, 2021). 

https://www.milkenreview.org/articles/the-scandalous-cost-of-internet-in-america.
32. Pew Research Center. “Internet/Broadband Fact Sheet,” April 7, 2021. https://www.pewresearch.org/internet/fact-

sheet/internet-broadband/. 
33. Powell, Alison, Amelia Bryne, and Dharma Dailey. “The Essential Internet: Digital Exclusion in Low-Income Ameri-

can Communities.” Policy & Internet 2, no. 2 (January 18, 2010): 159–90. https://doi.org/10.2202/1944-2866.1058.
34. Lee, Nicol Turner, James Seddon, Samantha Lai, and Brooke Tanner. “Why the Federal Government Needs to Step 

up Efforts to Close the Rural Broadband Divide.” Brookings (blog), October 4, 2022. https://www.brookings.edu/
research/why-the-federal-government-needs-to-step-up-their-efforts-to-close-the-rural-broadband-divide/.

35. Kleist, Virginia Franke, Amy B. Woszcynski, Humayun Zafar, and Pamila Dembla. “The Russian and Ukrainian 
Information Technology Outsourcing Market: Potential, Barriers and Management Considerations.” Journal of Global 
Information Technology Management 18, no. 1 (January 2, 2015): 7. https://doi.org/10.1080/1097198X.2015.1015824.

36. Oliss, Brendan, Cole McFaul, and Jaret C. Riddick. “The Global Distribution of STEM Graduates: Which Countries 
Lead the Way?” Center for Security and Emerging Technology (blog), November 27, 2023. https://cset.georgetown.
edu/article/the-global-distribution-of-stem-graduates-which-countries-lead-the-way/.

37. National Center for Education Statistics. “COE - Undergraduate Degree Fields,” May 2023. https://nces.ed.gov/pro-
grams/coe/indicator/cta.

38. Aslund, et al., Russia after the Global Economic Crisis, 97.
39.Kleist, Virginia Franke, Amy B. Woszcynski, Humayun Zafar, and Pamila Dembla. “The Russian and Ukrainian 

Information Technology Outsourcing Market: Potential, Barriers and Management Considerations.” Journal of Global 
Information Technology Management 18, no. 1 (January 2, 2015): 9. https://doi.org/10.1080/1097198X.2015.1015824.

40. Satinsky, “The Growth of Russia’s IT Outsourcing Industry: The Beginning of Russian Economic Diversification?”
41. Gibson, Stan. “Outsourcing: The Russian Revelation.” eWEEK, June 12, 2006. https://www.eweek.com/it-manage-

ment/outsourcing-the-russian-revelation/.
42. Gibson, “Outsourcing: The Russian Revelation”
43.  Satinsky, “The Growth of Russia’s IT Outsourcing Industry: The Beginning of Russian Economic Diversification?”
44. Metz, Cade, and Adam Satariano. “Russian Tech Industry Faces ‘Brain Drain’ as Workers Flee.” The New York Times, 

April 13, 2022, sec. Technology. https://www.nytimes.com/2022/04/13/technology/russia-tech-workers.html.
45. Organisation for Economic Co-Operation and Development (OECD). Education at a Glance 2019: OECD Indicators. 

Education at a Glance. 2.  https://www.oecd.org/education/education-at-a-glance/ 
46. Regnum News Agency. “What professions do Russian school graduates choose in 2021?,” March 19, 2021. https://reg-

num.ru/news/3219644, translated by Google.
47.  Round, John, Colin C. Williams, and Peter Rodgers. “Corruption in the Post-Soviet Workplace: The Experiences 

of Recent Graduates in Contemporary Ukraine.” Work, Employment and Society 22, no. 1 (March 1, 2008), at 152. 
https://doi.org/10.1177/0950017007087421.

48. Alekseev, Dmitry. “Increased Demand: Russian Schoolchildren Choose IT Professions.” (February 25, 2022). https://
iz.ru/1295504/dmitrii-alekseev/povyshennyi-spros-rossiiskie-shkolniki-vybiraiut-it-professii.

49.  Kadlecová, “Russian-Speaking Cyber Crime: Reasons behind Its Success.” The European Review of Organised Crime, 
2015, 8. https://www.academia.edu/16548880/Russian_speaking_Cyber_Crime_Reasons_behind_Its_Success.



SPRING 2024 | 111

ALEC JACKSON

NOTES
50.Kleist, Virginia Franke, Amy B. Woszcynski, Humayun Zafar, and Pamila Dembla. “The Russian and Ukrainian 

Information Technology Outsourcing Market: Potential, Barriers and Management Considerations.” Journal of Global 
Information Technology Management 18, no. 1 (January 2, 2015): 7.

51.  Trellix. “Growling Bears Make Thunderous Noise,” June 6, 2022. https://www.trellix.com/blogs/research/growling-
bears-make-thunderous-noise/.

52. Kadlecová, “Rusasian-Speaking Cyber Crime: Reasons behind Its Success,” 10.
53. KNBC News. “Skilled, Cheap Russian Hackers Power American Cybercrime,” February 5, 2014. https://www.nbc-

news.com/news/world/skilled-cheap-russian-hackers-power-american-cybercrime-n22371.
54.Kadlecová, “Russian-Speaking Cyber Crime: Reasons behind Its Success,” 10.
55. Kolarova, et al. “Spatial Aspects of ICT Development in Russia,” 877. 
56. Kolarova, et al, “Spatial Aspects of ICT Development in Russia,” 884. 
57. Kaspersky Labs. “What Is Cybercrime? How to Protect Yourself from Cybercrime,” June 9, 2023. https://usa.kasper-

sky.com/resource-center/threats/what-is-cybercrime.
58. Stephenson, Svetlana. “It Takes Two to Tango: The State and Organized Crime in Russia.” Current Sociology 65, no. 3 

(May 1, 2017): 413. https://doi.org/10.1177/0011392116681384.
59. Kadlecová, “Russian-Speaking Cyber Crime: Reasons behind Its Success,” 6.
60. Global Organized Crime Index. “Criminality in Russia - The Organized Crime Index,” 2021. https://ocindex.net/.
61. Galeotti, Mark. “Crimintern: How the Kremlin Uses Russia’s Criminal Networks in Europe.” ECFR, April 18, 2017. 

https://ecfr.eu/publication/crimintern_how_the_kremlin_uses_russias_criminal_networks_in_europe/.
62. Google Threat Analysis Group. “Fog of War: How the Ukraine Conflict Transformed the Cyber Threat Landscape.” 

Google Threat Analysis Group, February 16, 2023. https://blog.google/threat-analysis-group/fog-of-war-how-the-
ukraine-conflict-transformed-the-cyber-threat-landscape/.

63. Kadlecová, “Russian-Speaking Cyber Crime: Reasons behind Its Success.” 6.
64. Dark Covenant: Connections Between the Russian State and Criminal Actors.” Recorded Future, September 9, 2021. 

https://go.recordedfuture.com/hubfs/reports/cta-2021-0909.pdf.
65. Insikt Group. “Dark Covenant 2.0: Cybercrime, the Russian State, and War in Ukraine.” Recorded Future, January 

31, 2023. https://www.recordedfuture.com/dark-covenant-2-cybercrime-russian-state-war-ukraine.
66. Aslund, et al., Russia after the Global Economic Crisis, 123. 
67. Satinsky, “The Growth of Russia’s IT Outsourcing Industry: The Beginning of Russian Economic Diversification?”.
68. Bajak, Frank. “How the Kremlin Provides a Safe Harbor for Ransomware.” AP News, April 16, 2021. https://apnews.

com/article/business-technology-general-news-government-and-politics-c9dab7eb3841be45dff2d93ed3102999.
69. Stephenson, “It Takes Two to Tango: The State and Organized Crime in Russia,” 413.
70. Stephenson, “It Takes Two to Tango: The State and Organized Crime in Russia,” 414.
71. Stephenson, “It Takes Two to Tango: The State and Organized Crime in Russia,” 416.
72. Stephenson, “It Takes Two to Tango: The State and Organized Crime in Russia,” 412. 
73. Popov, Mikhail Yu., Andrey P. Mikhaylov, Ilya V. Pechkurov, Alexander A. Korovin, and Dmitriy N. Tishkin. 

“Relationship of Corruption and Organized Crime Groups in the Russian Society.” In Public Administration and Regional 
Management in Russia: Challenges and Prospects in a Multicultural Region, edited by Elena G. Popkova and Konstan-
tin V. Vodenko, 325. Contributions to Economics. (Cham: Springer International Publishing, 2020). https://doi.
org/10.1007/978-3-030-38497-5_36.

74. Stephenson, “It Takes Two to Tango: The State and Organized Crime in Russia.” 413. 
75. Fleck, Anna. “Infographic: Cybercrime Expected To Skyrocket in Coming Years.” Statista Daily Data, February 22, 

2024. https://www.statista.com/chart/28878/expected-cost-of-cybercrime-until-2027.
76. Hill, Fiona. “Mr. Putin and the Art of the Offensive Defense: Approaches to Foreign Policy (Part Two).” Brookings, 

March 16, 2014. https://www.brookings.edu/articles/mr-putin-and-the-art-of-the-offensive-defense-approaches-to-
foreign-policy-part-two/.

77. Reynolds, Maura. “‘Yes, He Would’: Fiona Hill on Putin and Nukes.” POLITICO, February 28, 2022. https://www.
politico.com/news/magazine/2022/02/28/world-war-iii-already-there-00012340.



112 | THE CYBER DEFENSE REVIEW

HOW THE COLLAPSE OF THE SOVIET UNION MADE RUSSIA A GREAT CYBER POWER

NOTES
78. Wilde, Gavin, and Justin Sherman. “No Water’s Edge: Russia’s Information War and Regime Security.” Carnegie 

Endowment for International Peace, January 4, 2023.  https://carnegieendowment.org/2023/01/04/no-water-s-edge-
russia-s-information-war-and-regime-security-pub-88644.

79. Connell, Michael, and Sarah Vogler. “Russia’s Approach to Cyber Warfare.” CNA, March 24, 2017. https://www.cna.
org/reports/2017/russias-approach-to-cyber-warfare.

80. Whyte and Mazanec, Understanding Cyber Warfare: Politics, Policy and Strategy, 235. 
81. Whyte and Mazanec, Understanding Cyber Warfare: Politics, Policy and Strategy, 234. 
82. Whyte and Mazanec, Understanding Cyber Warfare: Politics, Policy and Strategy, 235. 
83. Wilde, Gavin, and Justin Sherman. “No Water’s Edge: Russia’s Information War and Regime Security.” Carnegie Endow-

ment for International Peace, January 4, 2023. https://carnegieendowment.org/2023/01/04/no-water-s-edge-russia-s-infor-
mation-war-and-regime-security-pub-88644.

84. Sukhodolov, Alexander P., Elena G. Popkova, and Irina M. Kuzlaeva. “Peculiarities of Formation and Develop-
ment of Internet Economy in Russia,” in Internet Economy vs Classic Economy: Struggle of Contradictions. Studies 
in Computational Intelligence, vol 714. (Cham: Springer, 2018), 66 accessed at https://link.springer.com/chap-
ter/10.1007/978-3-319-60273-8_6 

85. Wilde and Sherman, “No Water’s Edge: Russia’s Information War and Regime Security.” 
86. Maréchal, Nathalie. “Networked Authoritarianism and the Geopolitics of Information: Understanding Russian Internet Policy.” 

Media and Communication 5, no. 1 (2017): 32. https://doi.org/10.17645/mac.v5i1.808.
87. Gritsenko, et al., “Digital Russia Studies: An Introduction.” 7.
88. Sukhodolov,et al., “Peculiarities of Formation and Development of Internet Economy in Russia.” 67. 
89. Epifanova, Alena. “Deciphering Russia’s ‘Sovereign Internet Law,’" German Council on Foreign Relations, January 2020. 

https://dgap.org/en/research/publications/deciphering-russias-sovereign-internet-law, 6.
90. Epifanova, “Deciphering Russia’s “Sovereign Internet Law,” 8. 
91. Al Jazeera, “Shunned by the West, Russia’s IT Sector Goes on the Defensive,” November 21, 2022. https://www.alja-

zeera.com/news/2022/11/21/russias-it-sector-facing-ctrl-alt-delete-moment-in-midst-of-war.
92. Al Jazeera, “Shunned by the West, Russia’s IT Sector Goes on the Defensive”
93. Chernova, Yuliya. “Departure of Tech Workers Weighs on Russian Economy.” WSJ, November 13, 2022. https://www.

wsj.com/articles/departure-of-tech-workers-weighs-on-russian-economy-11668172429.
94. Milmo, Dan. “Russia Blocks Access to Facebook and Twitter.” The Guardian, March 4, 2022, sec. World news. https://

www.theguardian.com/world/2022/mar/04/russia-completely-blocks-access-to-facebook-and-twitter.
95. Government of Russia, Federal Service for Supervision of Communications, Information Technology, and Mass Media, 

News of Roskomnadzor, “Retaliatory measures have been taken to restrict access to Russian media,” March 4, 2022. 
https://rkn.gov.ru/news/rsoc/news74156.htm. Translated by Google.

96. Al Jazeera, “Shunned by the West, Russia’s IT Sector Goes on the Defensive.”
97. Van Noorden, Richard, “Data Hint at Russia’s Shifting Science Collaborations after Year of War.” Nature 615, no. 7951 

(February 24, 2023): 199–200. https://doi.org/10.1038/d41586-023-00552-w.
98. Metz and Satariano. “Russian Tech Industry Faces ‘Brain Drain’ as Workers Flee.” The New York Times, (New York), 

April 13, 2022, sec. Technology. https://www.nytimes.com/2022/04/13/technology/russia-tech-workers.html..
99.  Champion, Marc, and Helena Bedwell. “Russia’s Brain Drain Is Officially Underway.” Bloomberg.Com, July 6, 2022. 

https://www.bloomberg.com/news/features/2022-07-06/russian-refugee-tech-workers-make-georgia-a-stepping-
stone-for-global-career.



SPRING 2024 | 113

SAMIR JARJOUI | RENITA MURIMI | ROBERT MURIMI

ABSTRACT 

Cybersecurity suffers from a “tragedy of the commons” problem, where people and 
institutions have adopted lax security practices due to a tendency to weigh the per-
ceived costs of adopting sound cybersecurity practices as higher than their expect-
ed benefits. For example, despite advancements in cybersecurity measures and 
extensive investments in tools and strategies to counter cyberattacks, foundation-
al best practices have faltered leading to global cybersecurity challenges. Part 
of the dilemma stems from the fact that cybersecurity continues to be approached 
with a limited mindset, which creates a significant threshold of social cohesive-
ness for combating cyber threats. In the meantime, the cyber threat landscape con-
tinues to proliferate and exploit the fragile networks that we all inhabit. This pa-
per provides a community-centered framework for cyber resilience that offers a 
starting point for addressing the tragedy of the commons problem in cybersecurity. 

INTRODUCTION 

Who is responsible for cybersecurity? From a proactive stance, people have 
assumed that the responsibility of cybersecurity lies under the purview 
of “others,” a loose category encompassing the information technology 
teams, services teams, cloud providers, administrators, vendors, clients, 
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and a plethora of other stakeholders. From a reactive 
stance, as in the aftermath of a cybersecurity incident, 
we have resorted to shifting the onus of responsibili-
ty onto “others,” assuming that someone else should 
have done better and prevented the cybersecurity inci-
dent from happening in the first place. This is similar 
to the problems surrounding climate change, where 
people all over the world have consumed natural re-
sources without regard for consumption’s wider ef-
fects, leading to poor environmental conditions for all 
of us. This situation was termed the “tragedy of the 
commons” by ecologist Garrett Hardin in his 1968 ar-
ticle referring to the adverse effects of overconsump-
tion of scarce common resources.1 In the context of 
environmental stewardship, the tragedy of commons 
(ToC) problem refers to finite environmental resources 
that risk being driven to empty when faced with users 
who over-consume them. Thus, a finite resource fac-
es over-usage by individual actors who discount the 
impact of their usage patterns on the sustainability 
of the finite resource for the rest of the actors and for 
future generations.

In the context of cybersecurity, however, we suggest 
that there is no single finite resource that is being driven 
to extinction. Cybersecurity is not a finite environmental 
resource like clean water or air. However, the resources 
to create, maintain, and sustain the security of our net-
works and data are finite. There are four kinds of resourc-
es used in cybersecurity that are closely interdependent. 
First, monetary resources that govern the investments 
made in cybersecurity infrastructure are limited, due 
to the finite nature of budgets where the return on in-
vestment for cybersecurity expenses is not easily quan-
tified. Second, the hardware and software tools required 
to secure networks (whether cloud-based or physical in-
frastructure) are constrained by various factors related 
to the spatial needs of organizations and the associated 
monetary constraints. Third, the field of cybersecurity 
expands rapidly due to continuously emerging threats 
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from a multitude of attackers with varying levels of 
resources. The continuous learning involved in stay-
ing abreast of recent challenges and developments of 
countermeasures pose significant temporal and cogni-
tive constraints on the ability to defend our networks 
and make them resilient when attacked. Finally, the 
field of cybersecurity is characterized by substantial 
constraints in recruiting a qualified workforce. The tal-
ent shortage in cybersecurity has created a supply-de-
mand gap in the cybersecurity workforce that leaves 
positions vacant as threats continue to proliferate. The 
commons of cybersecurity, thus, are the resources re-
quired to protect cyberspace from adversaries.

Much has been written about whether the Internet or 
cyberspace constitute commons at all. Digital commons 
have been analyzed in the context of cyberspace free-
doms,2 the electromagnetic spectrum,3 and in the con-
text of the generation of data, information, culture, and 
knowledge.4-6 The ToC problem was also studied in the 
context of online consumer communities, where user 
tendencies to free ride instead of contributing were 
identified as a challenge to the sustainability of the 
commons.7 Other forms of the digital commons have 
been conceptualized, including social media commons,8 
open-source software commons,9 bandwidth and infor-
mation commons,10,11 and the commons of public trust 
that users place in cyberspace.12 Simultaneously, previ-
ous research has refuted the notion of the Internet as 
commons by arguing that the Internet is neither “ex-
clusionary nor rivalrous,” and hence does not qualify 
as a commons.13 Dan Hunter proposed that the Internet 
is a digital anti-commons, wherein private ownership 
of different kinds of online resources (licenses, permis-
sions, and copyrights) prevents others from optimally 
using the resource.14

Over the years, the unrelenting pace of cyber inci-
dents is a stern reminder of the inadequacies of cur-
rent cybersecurity solutions. Furthermore, in techno-
logically advanced societies, cyber threats are often 
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magnified by additional challenges such as antiquated, 
strained, and complex critical infrastructure systems, 
further complicated by the vast interconnectivity of 
many global communication systems.15 We argue that 
it is time for a new approach to address the root caus-
es of ToC in cybersecurity, one that can be tailored 
to building cyber-resilient communities to deal with 
evolving threats. People are quick to dismiss their role 
in protecting their networks and data, often relying on 
ignorance, or a tendency to underestimate the impact 
of their inadequate efforts, or a dependence on “oth-
ers” to play their part in cyber security. The often-used 
aphorism of “it is not a question of whether, but when 
we will be hacked” points to a reluctant acceptance of 
the notion that nothing can be done to protect oneself 
in the cybersecurity war. Thus, a different ToC has 
unfolded in our digital environments, one where the 
impact of one’s actions is not fully understood, and so 
the operational attitude is to resign to the occurrence 
of the inevitable breach or wait for “others” to do some-
thing to contain the fallout. ToC, thus, is a driving 
factor in the challenges to cyber defense that confront 
our fragile networks, where threat actors can advance 
their strategic and geo-political interests by furthering 
information warfare.

We see hope in a radical solution for ToC, of the kind 
that Elinor Ostrom proposed when she suggested that 
regulation was not the only way to proceed when it 
came to climate change.16 Her work, eventually lead-
ing to the 2009 Nobel Prize in Economics, studied 
how small, stable communities under certain condi-
tions manage their local common resources without 
falling victim to the ToC tragedy. A similar mindset 
could be utilized to adapt Ostrom’s approach to ToC 
in cybersecurity. Ostrom’s approach to addressing 
the ToC problem helped shift the focus away from 
top-down governance and regulatory approaches as 
the only mechanism to address the ToC problem. Her 
grassroots, bottom-up approach was proposed as a 
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supplement to regulation, and not a superior approach to regulation. Thus, her approach for 
cooperative institutions that were organized and run by the users of the resources brought a 
new approach to the field of commons management as a whole. Ostrom’s approach has led to 
the formation of design principles that were influential in the management of common pool 
resources, from which sound inferences about commons and their management for diverse 
applications can be made. 

In this article, we propose a systems approach17 to develop cyber-resiliency for transcend-
ing the ToC problem in cybersecurity. Our solution framework outlines three dimensions—
innovative learning, awareness, and adaptability—as the essential foundation for cyber-resil-
ient communities who can effectively anticipate risk, mitigate deficiencies, and  recover from 
inevitable cyberattacks. We believe our framework can help accelerate the emergence and 
sustainability of cyber-resilient communities, which in turn can influence the development 
of new communities to reach a magnitude and intensity that overcomes the problem of ToC 
in cybersecurity. In the next section, we outline the need not just for cybersecurity, but for a 
broader goal of cyber resilient commons.

The Need for Resilient Commons

Resilient cyber communities go hand in hand with resilient cyber commons. Resilience 
requires a rapid restoration of resources and proactive efforts that begin with acknowledging 
the inherent risks to the resources. Cyber attacks are characterized chiefly by an asymmet-
ric distribution of information. This asymmetry extends to various facets of cybersecurity. 
When cybersecurity countermeasures that are deployed to thwart attacks work efficiently, 
the defenders have the upper hand. Conversely, when these measures fail, the attackers have 
the upper hand. The sophistication of the attacks points to an asymmetric distribution of re-
sources and accountability for attackers. This is because for attackers it is enough to launch a 
successful attack only once, but defenders have to be on guard all the time. 

The lack of standardization in cybersecurity defenses also leads to a variety of cybersecuri-
ty postures adopted by individuals and organizations. This asymmetry in cybersecurity pos-
tures makes it easier for attackers to go after organizations with weaker deterrence initiatives. 
Further, there is asymmetry involved in the accountability assigned to attackers and defend-
ers. In certain kinds of cyber attacks such as denial-of-service attacks, when an individual’s 
or an organization’s network is attacked, the response to the attack involves network redesign 
or network repair, both of which are resource-intensive efforts without any immediate pay-
back for the attacker. In other kinds of attacks such as ransomware attacks, if the victim does 
not pay the ransom, the attacker does not receive the ransom but still has access to the exfil-
trated data from the ransom attack. For example, when a hacker group breaches a network 
or an individual account, the victims are not able to hold the attackers responsible or launch 
counterattacks to deter them. Thus, intrusions can’t be matched with counter-intrusion, un-
less external forces such as governments and political institutions intervene. Typically, such 
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interventions are reserved only for highly disruptive attacks motivated by overt geo-political 
tensions. This asymmetry of attacker resources, attack vectors, and attack outcomes creates a 
disjointed cybersecurity landscape, where individuals and organizations find it more conve-
nient to resort to the ToC mode of operations rather than explore multidimensional solutions 
that go beyond technological countermeasures. The past few decades have shown us that an 
effective cybersecurity strategy is a proactive one that allows for continuity and restoration of 
operations when faced with an attack, creating resilience in our digital infrastructure. 

In general, resilience refers to the ability to adapt in a positive manner despite experienc-
ing adversity.18,19 Resilient systems can transcend changes and disturbances while retaining 
the same essential structure and capacity.20 Existing literature on cyber resilience has risen 
out of the experiences and challenges of implementing cyber resilience within specific appli-
cation domains. Cyber resilience lies at the intersection of several interconnected business 
and technology processes, such as supply chain,21-23 critical infrastructure,24-26 cyber-physi-
cal systems,27-29 and the financial sector.30 As cyber resilience continues to gain prominence, 
organizations such as MITRE and NIST have developed extensive frameworks to design, ex-
ecute, and assess cyber resilience within organizations.31 Other significant frameworks and 
metrics include the World Economic Forum (WEF)’s cyber resilience framework, the Depart-
ment of Homeland Security (DHS)’s Cyber Resilience Review, and the Software Engineering 
Institute’s Operationally Critical Threat, Asset, and Vulnerability Evaluation (OCTAVE) and 
CERT-Resilience Management Model (RMM) frameworks.

Our article is the first to suggest that cybersecurity suffers from the ToC problem, whose 
solution lies not just in technological but socio-technical approaches to understanding the im-
pact of our actions in our networks. Below, we outline a community-centered framework for 
cultivating cyber resilience which includes the attributes of innovative learning, awareness, 
and adaptability to address the root causes of ToC in cybersecurity holistically. The next section 
describes our motivation for a community-centered framework for developing cyber resilience.

THE MOTIVATION FOR A COMMUNITY-CENTERED FRAMEWORK  
IN CYBER RESILIENCE

ToC, at its core, is a problem that affects entire communities – here, we use the term 
“community” rather loosely. As such, solutions that address ToC – whether in environmental 
stewardship or in cybersecurity – are best designed with an emphasis on communities. In 
this context of cybersecurity commons, a community could refer to a group of individuals or 
organizations that use a certain portion of cyberspace or an online network. This description 
of a community affords flexibility of scale, since networks and subnetworks could be differ-
entiated into various levels of hierarchical online communities. Thus, a community could be 
the groups of Computer Science students at a college who receive university communications 
through a learning management system, residents of a town who receive water and trash 
utilities, employees of an organization's online social network groups, or any other configuration 
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of online networks and their users. 
An analysis of the root causes of ToC 
in cybersecurity points to the follow-
ing three main themes that inhibit 
effective cyber resilience – i) super-
ficial cyber resilience approaches 
ii) failure to reach a tipping point, 
and iii) lax cybersecurity efforts, as 
described next.  

Superficial Cyber Resilience Approaches 

An examination of well-established cyber resilience publications shows that cyber resil-
ience initiatives have been primarily conveyed as a derivative of traditional cyber risk man-
agement and incident response strategies. For example, mainstream and prominent cyber-
security advocates, which includes organizations such as MITRE, the National Institute of 
Standards and Technology (NIST), and the International Organization for Standardization 
(ISO), continue to leverage a commonly used set of principles for cybersecurity risk manage-
ment and cyber resilience artifacts, which typically include the general categories of assess-
ment, detection, response, and recovery.32,33 In addition, the overlap between cybersecurity 
and cyber resilience approaches has not been well defined and it is not clear how the two 
fields complement one another to optimize outcomes. 

Further, while cybersecurity has benefited from existing and traditional risk management 
methodologies, social and cultural considerations continue to be a missing component in 
most existing strategies for combating cyber threats.34,35 Without such multi-dimensional 
considerations, cybersecurity investments and efforts fail to generate the level of engage-
ment needed to influence citizens on a global scale, thereby failing to solve the cybersecurity 
ToC problem.

Failure to Reach a Tipping Point

Cybersecurity investments continue to increase exponentially at the organizational and 
governmental levels, but cyber behavior lags behind despite best practices and threat intel-
ligence warnings.36,37 The actions of individuals can have profound implications, as demon-
strated by the case of phishing attacks that require a few or even one compromised account 
to serve as an entry point for malware. Thus, despite existing efforts and the emergence of 
cyber resilience as a top priority for cybersecurity practitioners,38 cybersecurity efforts have 
so far failed to reach a “tipping point” that enables transformation in cyber behavior at the 
global level.39 Individual users’ weak cybersecurity practices coupled with network security 
flaws are two critical areas that offer areas of improvement for reaching a “tipping point” in 
the security of the cyber commons.

Fig. 1.  Categories of challenges to cyber resilience 
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Tipping points occur when a series of small changes become significant enough to propel 
a system beyond a certain threshold into a new state.40 Malcolm Gladwell describes various 
examples, such as fashion trends and social behavior, where small initial changes started a 
runaway process causing significant transitions.41 This is the kind of runaway process we 
are advocating in this research: the ability to generate sufficient and sustainable collective 
momentum to reach a tipping point for responsible and mindful cybersecurity behavior. The 
failure to reach a tipping point also derives from the fact that cybersecurity efforts continue 
to be a top-down approach – initiated, organized, pushed, and managed by governments and 
institutional bodies with little to no engagement from individual users and communities. 

Lax Cybersecurity Awareness Efforts 

Due to the rapid evolution of information systems and interconnected communication de-
vices, the Internet has become a significant part of individuals’ lives. It is, therefore, imper-
ative to cultivate a sense of awareness as a foundation to address the evolving cyber threat 
landscape. Such awareness is crucial to developing and maintaining cyber resilience, which 
entails the ability to transcend destructive cyberattacks and involves a certain level of secu-
rity mindfulness to stay on course.42 

Current cybersecurity approaches continue primarily to emphasize action-based efforts 
as information systems-centric measures, and do not frame awareness as a fundamental 
principle for combating cyber threats. In addition, many cybersecurity awareness training 
programs continue to fall short due to their misaligned objectives and foci.43 While the im-
portance of security awareness training has been widely recognized, awareness training 
programs need to evolve past being merely a “check-the-box” exercise. Awareness efforts 
need to transform into an emphasis on security mindfulness – changing the “DNA” of com-
munities to produce responsible and security-conscious citizens. The dimensions of the pro-
posed framework’s cyber resilience are discussed in the next section.

OUR PROPOSED FRAMEWORK
A community-centric approach to cybersecurity differs from the many traditional ap-

proaches to cybersecurity. On one end of the spectrum, a traditional top-down approach 
neglects to consider the perspectives of stakeholders and communities that are impacted 
by the choice of cybersecurity policies and tools. A traditional ad hoc approach lies on the 
other end of the spectrum, where the cybersecurity initiatives that are adopted are mostly 
reactive, creating a patchwork of solutions that are redundant in some areas and leave cov-
erage holes in other areas. The connectivity of our networks creates fertile conditions for 
attacks to spread laterally and vertically, mimicking the spread of diseases and epidemics 
through populations. However, while approaches such as herd immunity offer notable bene-
fits to communities, our digital networks cannot be protected based on herd immunity. In a 
network of “n” devices where “n-1” devices are protected by strong countermeasures and the 
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remaining device is unprotected or weakly protected, that one unprotected or weakly pro-
tected device poses a significant threat to the security of the network. This single device is 
merely an example, and can be replaced by any of the following without loss of relevance: 
a weak link, poorly configured software, open port, lax firewall rule, successful phishing 
attempt, weak password, expired antivirus software, backdoor, or any of the countless ways 
that attackers exploit networks. The aforementioned list is only a list of flaws in the technol-
ogies, and does not even account for disruptions in the socio-technical, economic, geo-polit-
ical, and environmental realms. 

A community-centric approach to cyber resilience is built on a foundation of trust.44 In the 
context of a community approach to the security of the cyber commons, trust is an outcome 
of the shared sense of community responsibility. Such an approach requires that individual 
and organizational stakeholders work to elevate the cybersecurity posture of all entities, 
even at the cost of potential short-term gains. For example, in 2016 the Dutch government 
adopted a policy that increased the encryption capabilities available to users.45 Such an ap-
proach meant that the Dutch government would potentially face situations where they might 
need access to some information that was encrypted, but would be locked out of access to 
that information. The Dutch government’s commitment to upholding encrypted communi-
cation for confidentiality and integrity is evident in their funding of OpenSSL which is an 
open-source implementation of the Secure Sockets Layer (SSL) and Transport Layer Security 
(TLS) protocols. Their motivation for supporting encrypted communication is in the interests 
of “fundamental rights and freedoms as well as security interests and economic interests.” 
Another example of a trust-based approach to cybersecurity is that of organizations that 
reveal zero-day vulnerabilities and report all discovered bugs. It might be costly to engage 
in such efforts, especially when the secret hoarding of flaws might result in future leverage 
against competing organizations or nation-states. However, such myopic activities are detri-
mental to building cooperation and ensuring the maintenance of trust among stakeholders, 
keys to the community-centric approach. 

One approach to a community-centric approach to cybersecurity is the National Cyberse-
curity Strategy released by the White House in March 2023. This strategy is based on five 
pillars: defend critical infrastructure, disrupt and dismantle threat actors, shape market forces 
to drive security and resilience, invest in a resilient future, and forge international partner-
ships to pursue shared goals. A common theme across these five pillars is the need for “stake-
holder communities” in each of these pillars to collaborate in defending cyberspace. A differ-
ent example of a community-centric approach to cybersecurity is the Japanese Cybersecurity 
Strategy passed by the National Center for Incident Readiness and Strategy for Cybersecurity 
(NISC).46 Among other notable aspects, this strategy specified that all stakeholders (individual, 
civic, government, and companies) were responsible for the security of cyberspace and pointed 
to participation in information sharing as a prerequisite for a holistic cybersecurity strate-
gy. Additionally, cooperative efforts and alliance building, both international and domestic, 



122 | THE CYBER DEFENSE REVIEW

COMMUNITIES, AGENCY, AND RESILIENCE: A PERSPECTIVE ADDRESSING TRAGEDY

were highlighted as key to building confidence and trust in strengthening Japan’s own cy-
bersecurity posture while also strengthening that of its partners. The cross-community collab-
oration programs, the strengthening of local communities and small and midsize enterprises 
(SMEs), and adopting this approach in multiple layers starting with the local community and 
leading up to the international community all characterize the community-based nature of the 
NISC’s approach to the cybersecurity of the digital commons.

Our proposed framework is based on a community-cen-
tered, systems-thinking approach with a bottom-up meth-
odology to change the current state of cyber-aloofness. This 
bottom-up approach is fueled by the concept of resilient 
communities and is based on the three foundational princi-
ples of innovative learning, awareness and adaptability, as 
pointed out earlier and as outlined in Fig. 2.

Innovative Learning 

The realization that digital grids around the world are a “commonly shared resource” would 
shift the task of cybersecurity from being someone else’s responsibility to each and every 
individual user. Prior research has touted the power of change that is created “within” at the 
community level, where social, economic, cultural, and historic backgrounds are contextual-
ized in the response to adverse events.47,48 Leveraging innovative learning to create and sustain 
resilient communities is based on the premise that governments and institutional bodies are 
not the sole drivers of cyber resilience, although they can be an instrumental coordinator and 
sponsor. Therefore, a community-level focus on resilience promotes local engagement, account-
ability and flexibility in building cyber resilience.

In addition, a bottom-up approach would typically integrate social and structural aspects 
of cybersecurity, which are often overlooked, to drive change and investigate the root cause 
of cybersecurity risks at a deeper level. Further, a bottom-up community-based approach 
enables groups to acquire relevant institutional memory.49,50 This localized knowledge can 
be leveraged by communities around the world, in accordance with their unique modes of 
learning and social attributes, to create a runaway process and momentum towards a tipping 
point in cyber resilience. Additionally, strengthening the capacity of community resilience 
can help build cyber resilience at the national or international levels, instead of fostering 
institutional or governmental dependencies.

Awareness 

Despite the availability of sophisticated digital controls, technological countermeasures 
alone remain insufficient to protect users from online threats. Cyber controls can be ren-
dered ineffective by the click of a button. The end-users are responsible for embracing pri-
vacy controls, using complex passwords, and adhering to cybersecurity policies and best 

Fig. 2.  A framework for cyber resilience.
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practices. A widely known cliché in cybersecurity is that “humans are the weakest link.”51 
Lately, this cliché has met some pushback, with articles suggesting that humans are doing 
the best they can in the complex networked environments that they inhabit. Proponents of 
both these lines of contradicting thought agree that awareness is a key part of defense in the 
war against cybercrime. 

In cybersecurity, the concept of awareness tends to manifest itself in the form of awareness 
programs and campaigns designed to educate and inform users to reduce risks.52 While 
awareness programs can help develop resilience through the acquisition of knowledge need-
ed to anticipate and respond to events, there are limitations to current approaches. Prior 
scholars noted that the predominantly used rule-based cybersecurity awareness training 
methodologies may not be effective in fending off attacks in the long run. 

Cybersecurity awareness, as it exists today, largely remains a “check-the-box” compliance 
exercise and does not promote and sustain a deeper sense of mindfulness to achieve higher 
levels of resilience. Recent research has outlined three primary limitations of traditional 
rule-based cybersecurity awareness efforts: a superficial sense of mastery, lack of  suffi-
cient defenses against new and complex attacks, and inadequate ability to cultivate cognitive 
faculties to defend against sophisticated attacks. Furthermore, researchers have noted that 
there are differences in the mental models of security experts and non-expert users, which 
may result in communication and training gaps for mitigating cybersecurity risks.53

We argue that cybersecurity mindfulness extends beyond the scope of an individual. It is 
a broader and deeper sense of traditional cybersecurity awareness, and can be leveraged as 
an important building block to develop a “human firewall” culture within resilient commu-
nities. The ability to leverage the practice of cybersecurity mindfulness to make conscious 
and informed decisions can mean the difference between success and failure in cyber space. 
However, mindfulness as a building block of resilience is limited if it does not extend beyond 
the scope of an individual: resilient communities are built on interconnected structures of 
innovative learning, awareness, and adaptability.

Adaptability 

Cyber security threats continue to evolve at a staggering pace and scale affecting all kinds 
of online entities. The policies, procedures, and controls that are developed in response to 
a particular threat must be continuously revised to counter different kinds of attacks and 
threats in different domains. Adaptability is, therefore, a key component of cyber resilience, 
where the solution frameworks are most effective if they are tailored to organizations and 
their capabilities. One resource for studying adaptability in cyber resilience can be found 
in the field of complex adaptive systems (CAS). Prior scholars have demonstrated that CASs 
such as networks, behavior is instigated by the collective and parallel actions of agents 
within a system, and not by a single entity.54 Likewise, in cyber resilience, individuals and 
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institutions need to be equipped to respond to their changing environments, create mental 
models for interpretation and analysis of threats, and work together to adapt and thus in-
crease the resilience of their networks and systems.

COMMUNITY-CENTRIC APPROACHES TO CYBER RESILIENCE
A lot has been written about the opacity of cybersecurity information sharing. Attacks are 

often not reported either by individuals or organizations. Often, the reports of these incidents 
are intentionally vague or opaque about the attack vector.55,56 While certain information is 
deemed unallowable to share based on national security or governance interests, other cyber-
security-related information that can be shared widely stands to benefit cyber resilience strate-
gies in cross-sector and in-sector organizations.57-59 Additional approaches for promoting cyber 
resilience through responsible use of the cyber commons involve composable governance60 
and equifinality.61 Composable governance refers to customizable frameworks of governance 
for specific domains of application, whereas equifinality offers stakeholders the ability to adopt 
solution bundles that fit their needs for ensuring cyber resilience. Table 1 provides a sum-
mary of various mechanisms dis-
cussed in this paper for achieving 
cyber resilience. These mech-
anisms are broadly classified 
into three categories: technical, 
governance, and social. It must 
be noted that these categories 
are not exclusive: overlap among 
categories and the encompassing 
mechanisms is key to enabling 
stakeholders to achieve cyber re-
silience. 

One example of information sharing for achieving cyber resilience is in the Common Vul-
nerabilities and Exposures (CVE) dictionary.62 Developed with support from The MITRE  
Corporation and the Department of Homeland Security (DHS), the Common Vulnerabilities 
and Exposures (CVE) catalog has come to exemplify a community-led effort to share infor-
mation about flaws, their severity, their scope, and associated countermeasures. Prior to the 
development of the CVE dictionary, vulnerabilities were classified, scored, and identified dif-
ferently depending on the vendor, leading to impeded interoperability and information-shar-
ing. The success of the CVE has spurred several derivative initiatives, such as MITRE’s Com-
mon Weakness Enumeration (CWE) list of software weaknesses63 and the CVE Change Logs 
tool64 to track changes to the CVE list. Widespread support for the CVE has facilitated its 
de facto status, where cybersecurity vendors make their products compatible with the CVE  

Table 1. Community-centric approaches to cyber resilience

Community-centric mechanism  
for cyber resilience

Description

Technical - Support encryption
- Share vulnerabilities, threat information,  
   and countermesures
- Enterprise risk management

Governance -Local governance of digital commons
- Composable governance60 
- Equifinality

Social - Holistic cybersecurity
- Social learning
- Cultivating a culture of cybersecurity  
  (cybersecurity mindfulness, human firewalls,  
   communities of trust)
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dictionary identifiers. Other examples of community initiatives in cybersecurity that are 
already showing promise are the National Science Foundation’s (NSF) Cybersecurity Center 
of Excellence called Trusted CI,65 Cybersecurity and Infrastructure Security Agency’s (CISA) 
Connected Communities Initiative,66 and its Joint Cyber Defense Collaborative (JCDC),67 
which are some of several public-private partnerships being developed for capacity-building 
efforts against cybercrime.

One particular success story is the 2021 Tokyo Olympic and Paralympic Games.68 The orga-
nizers of the Tokyo Olympics incorporated cybersecurity in the Olympic infrastructure from 
the start, and utilized an international team of cybersecurity experts. Nippon Telegraph and 
Telephone (NTT) corporation, which was responsible for providing the network and commu-
nications support for the Tokyo Olympics, reported they had thwarted 450M cybersecurity 
attacks targeted toward the Tokyo Olympics. Training and awareness campaigns for staff 
prior to the Olympics, advanced communication networks, and specialized cybersecurity 
infrastructure including personnel support helped the organizer of the 2021 Olympic Games 
secure the physical and digital infrastructure from an unprecedented number of attacks (the 
number of attacks was reported to be 2.5 times that of the London Olympics).

DISCUSSION
The discussion in this paper so far has centered on the idea that cybersecurity, woven along 

with innovative learning, awareness, and adaptability, contributes to the theory and practice of 
cyber resilience. The community-centered cyber resilience framework proposed in this paper 
has several implications for cyber security; we highlight a few key implications below.

The Role of Agency

User perceptions and mental models of cybersecurity best practices vary, and this variance 
impacts the agency of individuals and organizations in creating cyber resilience. Here, agency 
refers to the abilities of end users regarding both the acquisition of information about cyber-
security best practices as well as their implementation. The acquisition of such information is 
challenging due to various factors: lack of requisite technical skills, conflicting guidance, lack 
of clear policies, and an inability to discern the appropriate information pertaining to specific 
threat scenarios. In contrast to learning or acquiring information from experience (or empir-
ical learning), which is often fraught with challenges, learning from social observation is far 
more effective. Information about a cyberattack can provide valuable lead time and learning 
opportunities for others who can avoid becoming the next victim of the attack. Social learning 
offers agency to each individual and organization in their efforts to secure their digital net-
works and is critical to developing a culture of cybersecurity that eventually fosters innova-
tions. In fact, social learning that relies heavily on cognitive innovations has been observed as 
a critical component of cultural transmission in both human and animal societies.69, 70 
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Agency also confers upon agents the valuable attribute of adaptability. Faced with com-
plex environments like the digital commons, individuals and communities have shown that 
they are predisposed to a willingness to interpret and implement guidelines in ways that 
make the most sense for their own values.71 Adaptability, therefore, is key to dealing with 
the dynamic nature of the digital commons. Conflicting guidance and implementation in 
cybersecurity were found to be a consequence of value conflicts, where varying values of 
stakeholders in the digital commons included fairness, economic costs, and prevention of 
harm to information and physical assets.72 Further, individual traits and responses to secure 
behavior in the digital commons differ.73,74 These examples suggest that countermeasures to 
address the ToC problem in cybersecurity should consider the role of agency in a communi-
ty-centered approach. Such an approach relieves individuals and communities of the burden 
of coming up with global solutions, and addresses the “awareness” aspect of our proposed 
framework. Instead, local solutions to secure networks can be adopted as the first step to 
securing regional and then larger, global networks for promoting cyber resilience.  

Beyond Regulation 

The idea of cultivating resilient communities to reach a tipping point in cybersecurity 
aligns with Ostrom’s solution framework, which calls for mechanisms beyond regulation to 
combat the ToC problem. While leveraging innovative learning to build resilient communi-
ties may take several forms, prior research75 outlines four factors that can be considered for 
building resilience. These include embracing change and uncertainty, fostering diversity to 
reduce risks, optimizing knowledge and problem-solving abilities, and creating opportuni-
ties for self-organization while reinforcing the role of local engagement, thus addressing the 
"adaptability” component of our proposed framework for a community-centered approach to 
cyber resilience. 

Resilience Assurances 

Good cybersecurity practices, first and foremost, assure stability. This assurance has value 
not just when the cybersecurity countermeasures work as intended, but also when they fail 
and attackers have the upper hand. In the latter case, especially, the assurance of stability 
carries a greater value since it offers the attribute of resilience to the networks. Modern-day 
networks are engineered for confidentiality, integrity, and availability (CIA), and threat vec-
tors are constantly seeking to disrupt one or more of these assurances. Incorporating cyber 
resilience as an additional assurance will have significant impact on the ability of networks 
to withstand attacks to CIA. However, such an approach for incorporating cyber resilience 
will only be effective if it is designed with a focus on communities. Communities and net-
works share many structural traits, and the impact of cyber resilience can be most effective 
when leveraged with a focus on communities and social cohesiveness.
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CONCLUSION
Despite billions of dollars spent each year on cyber-defense initiatives, global cybersecurity 

cooperation continues to lag, without consolidating efforts to empower users and commu-
nities around the world. In this article, we analyzed the role that communities can play in 
improving the resilience of our online environments through the perspective of the tragedy 
of cyber commons. Unlike the tragedy of environmental commons where a single finite re-
source is driven to extinction, the cyber commons that we inhabit are comprised of resources 
required to create, maintain, and sustain these commons. This article presented a bottom-up 
approach supported by resilient communities that would be critical to fuel change from within 
our communities to combat the global problem of the tragedy of the cyber commons. Get-
ting past the tragedy of commons in cybersecurity requires a certain level of collective  
resilience to sustain our shared digital environments. The proposed framework in this 
article is intended to serve as a blueprint for cultivating and promoting community-centered 
cyber resilience, while strengthening global cyber defense capabilities in the process.   
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